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10 Key words:

1. event segmentation -- the process by which people parse the continuous activities into meaningful events (e.g., “washing dishes” includes scrubbing dishes, rinsing dishes, drying dishes)

2. bridging inference -- the process of inferring a link between two events that explains their relationship (e.g., “John dropped the vase. He went to the kitchen to get a dust pan and broom.” We can explain the second sentence by inferring that the vase broke into many pieces.)

3. event model -- a person’s understanding of what is happening right now (e.g., “Looking out my front door, I see a woman walking her dog.”)

4. scene perception -- the application of the last 150 years of perception research to understand how people perceive the real world

5. event perception -- how people perceive and make sense of events in the real world or in narratives

6. scene gist -- the rapid holistic understanding of a scene gained within a single eye fixation (e.g., “a beach,” “a street,” or “a woman and her dog”)

7. (eye) fixation -- the brief time period when the eyes are still while looking at something (usually about 225-330 milliseconds, while reading, or looking at scenes)

8. Saccade -- the brief time period when the eyes are moving from one fixation to the next (usually about 50 milliseconds)

9. working memory -- short term memory used to both briefly store and processes a limited amount of information
10. long-term memory -- the unlimited store of memories that are not in short-term memory or working memory (i.e., anything you remember more than 30 seconds to a minute ago)
Abstract

This paper briefly sketches out the Scene Perception & Event Comprehension Theory (SPECT) and reports on tests of the theory in a series of studies using the “Boy, Dog, Frog” (BDF) wordless picture stories (e.g., Mayer 1969). SPECT is an integrative framework synthesizing a number of theories from the areas of scene perception, event perception, and narrative comprehension. SPECT distinguishes between front-end mechanisms that involve information extraction and attentional selection during single eye fixations, and back-end mechanisms that involve creating the event models (one’s current understanding) across multiple fixations in working memory and storing them in long-term memory. The chief back-end mechanisms are laying the foundation for the event model, mapping incoming information to it, and shifting to create a new event model. In the BDF studies reported, we show evidence from event segmentation and bridging inference generation data for the generalizability of these back-end mechanisms, originally proposed for text comprehension, to visual narratives. We also show some apparent differences from text processing due to the visual narrative modality. We then report tests of novel hypotheses from SPECT about the bidirectional interactions of the front-end and back-end processes. These include the changes to eye movements due to 1) laying the foundation for the event model, and 2) generating bridging inferences while mapping incoming information to the event model.
1. Introduction

In everyday life in the information age, we are continuously presented with visual information, much of it in the form of stories, or narratives. The visual narratives we consume every day come in many forms, from picture stories read by children, to the comics read by adolescents and adults, to the advertisements, TV shows, and movies watched by people of all ages. But, while we have learned a great deal about reading and comprehending textual narratives over the last 100+ years of research (Rayner 1998, Rayner et al. 2001, McNamara and Magliano 2009, Kintsch 1998), we know far less about how we perceive and comprehend visual narratives (see Cohn 2013). Thus, in this paper, we ask, how does moment-to-moment processing of visual narratives progress, both in terms of perceptual and comprehension mechanisms? And, importantly, how are these perceptual and comprehension mechanisms coordinated? In doing so, we frame our discussion in terms of the Scene Perception and Event Comprehension Theory (SPECT) (Loschky et al. 2014, June, Loschky, Magliano, and Smith 2016, July, Loschky et al. in preparation), which we use as a lens to describe research that we have done using visual narratives. The studies we describe have used a particular set of visual narratives by Mercer Mayer, collectively known by many researchers as the “Boy, Dog, Frog” stories (Mayer 1967, 1969, Mayer and Mayer 1971, Mayer 1973, 1974, 1975). We use those studies to test hypotheses generated by SPECT. Nevertheless, a full account of the theory is beyond the scope of the current paper, and can be found elsewhere (Loschky et al. in preparation). As a small caveat for this volume on Research on Comics, we note that while the Boy, Dog, Frog (BDF) picture stories are visual narratives, which are very similar to comics,
they do not have multiple panels on a page and do not have the layout of those panels.

Nevertheless, we feel that readers interested in comics perception and comprehension will have a similar interest in our studies. And likewise, we believe that our studies using picture stories may also be relevant to readers interested in other forms of visual narratives, including film, which share similar demands on visual scene perception and sequential visual narrative comprehension even if they differ radically from static visual narrative sequences in many critical ways (including image motion, non-self-paced viewing, and audio).

The Scene Perception and Event Comprehension Theory, or SPECT for short, is a new integrative theoretical framework for understanding both visual narrative perception and comprehension (Loschky et al. 2014, June, Loschky, Magliano, and Smith 2016, July, Loschky et al. in preparation). It incorporates theories from the domains of scene perception (Henderson and Hollingworth 1999, Wolfe et al. 2011, Irwin 1996, Oliva 2005), event perception (Kurby and Zacks 2008a, Zacks, Speer, and Reynolds 2009, Newton 1973), and narrative comprehension (McNamara and Magliano 2009, Kintsch 1998, Gernsbacher 1990). SPECT has been developed to create bridges across these normally siloed (or, encapsulated) research areas, as a framework for understanding visual narrative perception and comprehension from the onset of the first image in a visual narrative until recall of the entire narrative years later. To our knowledge, SPECT is the first theory to attempt such a grand synthesis across these disparate areas of research and theory. Although we only briefly outline SPECT here, its utility in developing and testing hypotheses within the BDF studies below indicates the importance of developing a comprehensive theory of visual narrative perception and comprehension.

As shown in Figure 1, SPECT draws a key distinction between front-end and back-end mechanisms (see also Magliano et al. 2013). Front-end mechanisms occur during single eye
fixations, whereas back-end mechanisms occur across multiple fixations in working memory (WM) and long-term memory (LTM) over extended periods of time. Importantly, SPECT assumes that front-end and back-end mechanisms interact and influence each other bidirectionally. There are two primary front-end mechanisms that occur during each eye fixation: 1) information extraction from the image, and 2) attentional selection for where to send the eyes for the next fixation. These mechanisms are assumed to occur in parallel (Findlay and Walker 1999, Laubrock, Cajar, and Engbert 2013).
Figure 1: Box model of the Scene Perception & Event Comprehension Theory (SPECT). We thank Adam M. Larson and Morton Gernbsbacher for helping us formulate this box model. All rights reserved for the authors and Adam M. Larson.
The front-end information extraction mechanisms include everything that happens within a single eye fixation, from the moment that light from the image first hits the retina, until the recognition of a scene, person, object, or event, roughly 150-300 milliseconds (ms) later (VanRullen and Thorpe 2001, Ramkumar et al. 2016, Cichy et al. 2016, Glanemann 2008, Fei-Fei et al. 2007), which is entered into working memory (WM) in the back-end. Importantly, information extraction can either be broad, encompassing the entire scene, and arriving at a holistic semantic representation of it, called scene gist (Oliva 2005, Loschky and Larson 2010), or narrow, including only information about a specific person, animal, object, or event (Cichy et al. 2016, Glanemann 2008, VanRullen and Thorpe 2001). Broader (coarser) information is typically acquired more quickly than narrower (finer) information (Fei-Fei et al. 2007, Loschky and Larson 2010, Hegde 2008, Schyns and Oliva 1994). For example, broader basic level scene category information (e.g., kitchen) can be extracted in less than a single eye fixation, but narrower basic level actions by a person (e.g., cooking) require two fixations to extract (Larson 2012). Thus, increasingly detailed information can be extracted on a fixation-by-fixation basis in the front-end, which is accumulated across multiple fixations in WM (Hollingworth and Henderson 2002, Pertzov, Avidan, and Zohary 2009) in the event model in the back-end.

The front-end attentional selection mechanisms occur in parallel during each fixation, based both on the visual saliency of the stimulus features (Itti and Koch 2001, Mital et al. 2010), medium-specific features (such as the organization of panels in a comic, Cohn 2013, or the compositional features of edited shot sequences in movies, Smith 2012), and back-end guidance (to be described in more detail below).

There are several major classes of back-end mechanisms incorporated in the model: executive mechanisms; mechanisms involved in creating and updating the current event model;
in WM; and mechanisms in LTM, including previously stored event models in episodic LTM, and schemas, scripts, and other background knowledge accessed from semantic LTM. The current event model is the viewer’s understanding of what is happening now in the visual narrative, and is thus of particular interest in SPECT. Key information in the event model is in the form of event indices, including the event (i.e., meta-actions), entities (people, animals, objects), location, time, goals, and causal relationships (Zwaan and Radvansky 1998, Magliano et al. 2011). There are three primary mechanisms involved: 1) laying the foundation for the current event model, 2) mapping new incoming information to it, and 3) shifting to create a new event-model (Gernsbacher 1990).

Laying the foundation is the process of creating a new event model from scratch. Take, for example, the top left image in Figure 2. Laying the foundation begins with recognizing the gist of a scene (i.e., the spatial context, e.g., a forest), what sort of event is occurring (e.g., riding), and the main entities involved, including who is the agent and the patient (e.g., two frogs, on a turtle). These event indices (space, action, agent(s), patient) can generally be extracted within 1-2 fixations (Larson 2012, Larson and Loschky submitted, Glanemann 2008). This information activates associated knowledge from semantic long-term memory, which informs the new event model, producing expectations for upcoming information (Eckstein, Drescher, and Shimozaki 2006, Torralba et al. 2006).
Experimental Conditions

Figure 2. Bridging inference experimental manipulation conditions. A complete 3-image target episode from Figure 2 is shown, including beginning state, bridging event, and end-state images. The missing bridging-event condition requires the viewer to infer the bridging event when they see the end-state image.

Mapping further information to the current event model occurs so long as it is coherent. This involves adding information about other event indices, such as other entities (people, animals, objects), their goals (e.g., the big frog wants to dispose of the little frog), and causal relationships (e.g., the little frog is crying, because it was kicked off of the turtle).
Shifting to create a new event model occurs either when predictions of the current model fail (Zacks et al. 2007), and/or when in-coming information is incoherent with the current model (Gernsbacher 1997, Zwaan, Magliano, and Graesser 1995, Magliano, Zwaan, and Graesser 1999), or one or more important event indices change (Magliano et al. 2011, Huff, Meitz, and Papenmeier 2014). When this happens, the current event model is stored in episodic LTM (Gernsbacher 1985, Swallow, Zacks, and Abrams 2009, Zwaan and Radvansky 1998), becoming a stored event model. Stored event models in episodic LTM can then be used to inform the new event model.

Finally, executive processes in WM involve conscious control of processing through goal setting (e.g., be able to summarize the visual narrative), attentional control (e.g., consciously searching for specific information in the narrative), and inhibition (e.g., consciously ignoring certain information deemed irrelevant). Some of these executive processes can be effortful (e.g., goal setting and execution of strategies to achieve those goals), and may not be much involved in normal, seemingly effortless comprehension of visual narratives. However, they can exert strong effects on comprehension to the degree that viewers think of using them, and have the executive resources available to do so (Moss et al. 2011).

An important contribution of SPECT is that it enables a principled investigation of the interactions between the front-end and back-end mechanisms that have not been studied in scene comprehension before, due to artificial boundaries between the research areas of scene perception, event perception, and narrative comprehension. For example, SPECT provides important details to help understand how specific front-end mechanisms, such as gist recognition as a type of broad information extraction, influences specific back-end mechanisms, such as laying the foundation of the event model. SPECT also proposes how specific back-end
mechanisms, for instance, those involved in mapping incoming information to the current event model in WM, can affect specific front-end mechanisms, such as attentional selection. While these sorts of questions have been investigated in the area of reading, they have rarely been investigated in the areas of scene perception, event perception, or the comprehension of visual narratives (but see Foulsham, Wybrow, and Cohn 2016). Other important questions raised by SPECT have to do with the degree to which back-end processes operate similarly in the comprehension of visual narratives as they do in the comprehension of textual narratives, despite the large differences in media, or whether they differ, and if so, how.

2. What is the Nature of Back-end Mechanisms in “Reading” Picture Stories?

SPECT assumes that the back-end processes involved in the construction of the event model are general cognitive mechanisms, which extend beyond the language based modality to include visual narratives. This assumption of SPECT has been supported by the data from our studies, which have shown evidence consistent with three stages of building the current event model: laying the foundation, mapping, and shifting (Hutson, Magliano, and Loschky in preparation, Magliano et al. in press, Magliano et al. 2011, Magliano et al. 2016, Smith et al. in preparation-b, a). There is a growing body of research that has been conducted on each of these back-end mechanisms in the context of visual narratives. We describe studies that we have conducted, primarily using Mayer’s BDF stories.

There are two distinct processes we have studied that support the three phases of building the current event model, namely event segmentation and bridging inference generation (Magliano et al. 2013). Event segmentation is the process of detecting boundaries between large events, or between sub-events that comprise larger events as illustrated in Figure 3. Figure 3
shows eight pictures from the beginning of a BDF story, three of which have dashed lines around them indicating that they were normatively segmented. The first two segmented pictures and the third segmented picture appear to be at different levels of granularity. The third segmented picture appears to be a coarse event boundary marking the beginning of a new large event, because there has been a large change in location, time, actions, and goals (i.e., from inside a house to a forest, at a later time needed to get there, with the characters traveling, for some purpose unknown). The first two segmented pictures appear to be sub-events within the larger initial event of receiving a present and ensuing interactions among the characters, with the sub-events being the opening of the present, and the discovery of a new frog. Segmenting events in this way enables the reader to treat each sub-event or larger event as a single chunk of information, thus saving processing resources and improving comprehension when done well (e.g., Kurby and Zacks 2008b, Zacks, Speer, and Reynolds 2009, Magliano et al. 2011). It appears to be an obligatory aspect of event cognition in both real world and fictive events (e.g, Radvansky and Zacks 2014, Newtson 1973). Segmentation can be incremental or global in nature (Kurby and Zacks 2012). If a person or character is engaged in a goal-plan, changes in their behaviors to achieve that goal indicate incremental boundaries that move the agent towards completion of the goal (e.g., opening the present, and discovering the new frog). However, behaviors that suggest that a prior goal has been completed and a new, unrelated goal, has been initiated (e.g., the boy, dog, frogs, and turtle go for a walk in the woods) indicate global shifts (Magliano et al. 2011). Incremental boundaries may signal that mapping processes should be initiated because the boundaries still reflect events that are part of the current event, whereas global boundaries should initiate shifting to a new event model. Inferences support mapping (Gernsbacher 1990, Graesser, Singer, and Trabasso 1994), and therefore incremental boundaries may be a signal that that
inferential processes that support mapping should be engaged. However, this claim has yet to be directly tested, to our knowledge.

Figure 3: Illustration of event segmentation task in a BDF story (adapted from “One Frog Too Many,” Mayer 1975). After participants read the entire story, they saw thumbnails of all the images in sequential order. Their task was to click on each picture when they thought a change in the story situation occurred. Participants were not given an example of a change in situation, but were informed that stories contain many changes although not every picture corresponds to one. Upon clicking a thumbnail image, the participant sees an outline around it. Normative event segmentation for this story is indicated in this illustration by dashed lines around the most frequently segmented images.

3. The Mechanism of Laying the Foundation: The Role of Front-end Processes

When someone sees the first image in a visual narrative, according to SPECT, they must lay the foundation for a new event model (i.e., create a new event model). Research has found
that when reading a textual narrative, reading times on the first sentence are longer than on subsequent sentences (Haberlandt and Graesser 1985), and the same is true when viewing short comic strips (Foulsham, Wybrow, and Cohn 2016). In studies using the BDF stories, results have shown that the longest viewing times of any image are on the very first image in a story (Gernsbacher 1983, Smith et al. in preparation-b), which is similar to what has been found for first sentences of a textual story episode (Haberlandt, Berian, and Sandson 1980). According to SPECT, this is due to the process of laying the foundation for the new event model. Importantly, SPECT goes into some detail about how front-end processes lay the foundation. As noted earlier, SPECT argues for two chief front-end mechanisms that occur in parallel, *information extraction* and *attentional selection*. In laying the foundation for a new event model, on the very first fixation, the information extraction process plays a critically important role. On that first fixation, the viewer perceives holistic semantic information about the scene in a coarse-to-fine manner: going from its subordinate level scene category (e.g., an indoor scene), to its basic level category (e.g., a kitchen). This information activates expectancies for where important information is in such a scene, which affects attentional selection on that first fixation (Eckstein, Drescher, and Shimozaki 2006). According to SPECT, recognizing the spatial context of the event (e.g., a kitchen) is a foundational event index for the new event model. Following that first fixation, the first eye movement in a image is usually made to something highly informative, particularly a person (if there is one), and by the end of the second fixation, the viewer will have recognized what that person is doing (i.e., the basic level action category, e.g., cooking) (Larson 2012, Larson and Loschky submitted). Having recognized the event indices of the spatial context, an entity (e.g., a potential protagonist), and the entity’s action (the core event index), the viewer is well on their way to having laid the foundation for the new event model, and all within
the time span of two eye fixations. Importantly, the three back-end event model mechanisms of laying the foundation, mapping, and shifting, occur cyclically. Thus, after shifting to create a new event model, the viewer begins the cycle again by laying the foundation for the next event model.

When viewers look at a new, randomly selected, static image, their eye movements progress through two processing stages: 1) the *ambient mode*, characterized by longer saccade lengths and shorter fixation durations as viewers begin by exploring the image to figure out where the major scene constituents are (Pannasch et al. 2008, Smith and Mital 2013); and next, 2) the *focal mode*, characterized by shorter saccade lengths, and longer fixation durations, as viewers extract detailed information from specific scene constituents of interest. A prediction of SPECT is that viewers will go through ambient-to-focal stages of processing at event boundaries, with the ambient mode used in laying the foundation of the new event model. In our own studies with the BDF stories, we have found that saccade lengths were longer and fixation durations were shorter on images identified as event boundaries, consistent with a switch to the ambient mode at boundaries (Smith et al. in preparation-b). Specifically, both saccade lengths and fixation durations showed significant interactions between boundary/non-boundary and viewing time on an image. For boundary images, mean saccade lengths remained at a constant 5 degrees of visual angle over the time course of viewing, but for non-boundary images they showed roughly a 20% decrease (from 5-4 degrees). For boundary images, mean fixation durations remained shorter, increasing 22% more slowly over the first 20 seconds of viewing (going from 200-350 ms) than for the non-boundary images (going from 200-450 ms). This suggests that over the time period of viewing an image identified as an event boundary, viewers remained in the ambient mode for longer compared to the same time period when viewing non-boundary
images. The latter results are consistent with the hypothesis generated by SPECT that at the beginning of a new event, viewers explore an image in the ambient mode to lay the foundation for the new event model. In terms of the two primary front-end mechanisms of SPECT, the longer saccades would be evidence of a change in attentional selection, and the shorter fixations would be attributed to a change in information extraction, both of which would be related to changes occurring in the current event model, namely shifting and laying the foundation. Nevertheless, saccade lengths and fixation durations, while generally independent, can show interdependencies (Findlay and Walker 1999), and so further studies are needed to test these speculations.

4. The Mechanisms of Mapping & Shifting in the Context of Picture Stories

After having laid the foundation, according to SPECT, the viewer continues to map new incoming information to the current event model. However, this depends on the degree to which the new information is coherent with the current event model (Gernsbacher 1997, Gernsbacher 1990), the degree of change to the various event indices for the current event model (e.g., new people, places, or goals) (Kurby and Zacks 2012, Magliano, Miller, and Zwaan 2001, Magliano, Taylor, and Kim 2005, Zacks, Speer, and Reynolds 2009), and the degree to which the new information fits with predictions generated by the current event model (Zacks et al. 2007, Zwaan, Langston, and Graesser 1995). New information is incorporated into the current event so long as the new information is coherent, does not change radically, and fits with expectations. However, if there is a lack of coherence, mapping stops, and a shift occurs, which marks the boundary at the end of the current event, and the start of the next one. The chief behavioral measure indicating that shifting has occurred is event segmentation.
Based on prior research showing that viewers perceive event boundaries when there are situational shifts in space, time, characters, goals, and causality, Magliano et al. (2011) conducted a study exploring the similarity in event segmentation across visual and text-based narratives using the BDF stories. Participants either viewed the BDF picture stories or read text-based versions of those stories written by the experimenters such that they conveyed content as close as possible to that in the pictures. They also performed a content analysis of the original illustrated stories to determine when the pictures reflected changes in the event indices of time, space, characters, or goals. While viewing the picture stories or reading the texts, participants also carried out an event segmentation task in which they decided whether a story unit (picture or sentence) was the start of a new event (e.g., Zacks, Speer, and Reynolds 2009)(see Figure 3).

Magliano et al. (2011) used the situational change content analysis to determine if changes in the event indices were correlated with segmentation judgments and to determine if there were differences in these relationships as a function of modality (i.e., picture vs. text).

Magliano et al. (2011) found that participants’ judgments of event boundaries were significantly correlated with all changes in event indices (i.e., shifts in situational continuity), which is consistent with SPECT in terms of the relationship between the mapping and shifting mechanisms. If there is a large enough change in situational continuity (i.e., changes in event indices), it signals a lack of coherence, which leads to shifting, marking an event boundary. They also found that the magnitude of the correlations were similar across the visual and text-based versions, which indicated that segmentation is similar across visual and text-based narratives.

However, there was one interesting difference between the modalities. Viewers’ event segmentation decisions were less influenced by changes in the time and space event indices in the picture stories than in the text versions. While this particular result is in need of replication,
one possible explanation for it is that viewers of visual narratives give greater weight to changes in goals than to changes in time and space when judging event boundaries, which has also been found for viewers of a film narrative largely lacking dialog ("The Red Balloon"; Magliano and Zacks 2011).

This raises the question of why such spatio-temporal changes would be weighted more highly by readers of texts than visual narratives. Magliano et al. (2011) speculated that it may have been an artifact of the materials and their translations. Many of the narrative events take place in similar settings (e.g. different parts of a forest, different parts of a park), and therefore the products of the front-end mechanism of broad information extraction (i.e., scene gist processing) could have been very similar across pictures that depicted characters changing locations in these settings, thus attenuating the perceived shifts in space. However, these changes were explicitly marked with temporal adverbs (e.g., a little while later, the next day) and spatial prepositions (e.g., into the woods, into the open field, on the log) in the text-based adaptation. In the context of SPECT, the results of Magliano et al. (2011) confirm the importance of segmentation to both the mapping and shifting mechanisms, and that changes in situational continuity signal changes in the current event model (see also Kurby and Zacks 2012, Magliano, Miller, and Zwaan 2001, Magliano, Taylor, and Kim 2005, Zacks, Speer, and Reynolds 2009).

There are various processing costs that accompany shifting to create a new event model. In reading, when incoming information is coherent with the current model, it is readily mapped onto the event model (Zwaan and Radvansky 1998), requiring minimal processing resources. However, when there is a change on one or more event indices, or an event boundary is passed, processing becomes much more intensive, producing slower reading times (Zacks, Speer, and
Reynolds 2009) and longer fixation durations (Swets and Kurby 2016). Part of this is that, when a shift occurs, the current event model is stored in episodic LTM, analogous to processes involved in sentence wrap-up, which have also been found to produce longer readings times at the end of sentences and clauses (Just and Carpenter 1980, Rayner et al. 1989, Rayner, Raney, and Pollatsek 1995). In our studies using the BDF stories, visual narrative “readers” viewed pictures identified as boundaries longer than non-boundary pictures (Smith et al. in preparation-b). Given that SPECT distinguishes information extraction and attentional selection front-end mechanisms, an interesting question is whether these longer viewing times were due to viewers making longer fixation durations (e.g., more intensive information extraction) or making more fixations (more rapid shifts of attention), or both. In fact, as described above, in an eye movement study we found that fixation durations on images identified as boundaries were shorter, not longer, compared to non-boundaries (Smith et al. in preparation-b). In contrast, more fixations were made on those images. This suggests that the back-end processes of shifting and laying the foundation are associated with greater exploration of boundary images as reflected by changes in the front-end processes of information extraction and attentional selection. An important remaining challenge for further research is to firmly distinguish effects due to event wrap-up processes versus those due to laying of the foundation for the next event.

5. The Mechanisms of Mapping & Shifting: Mapping & Bridging Inference Generation in the Context of Picture Stories

As noted earlier, whether new incoming information from the front-end is mapped onto the current event model depends on how well that new information coheres with it. However, visual narratives, like textual narratives, cannot show everything in their narrative worlds.
Instead, only information that is crucial to the narrative is shown, which creates gaps in the narrative world that the visual story teller assumes will not create comprehension problems for the viewer.\(^2\) Thus, when the viewer of a visual narrative is faced with such a narrative gap, they must decide whether it creates a coherence gap sufficient to warrant shifting to create a new event model, or if a reasonable inference can bridge the gap and maintain the coherence of the current event model (Graesser, Singer, and Trabasso 1994). Thus, the mapping mechanism in SPECT crucially involves generating bridging inferences to fill the gaps between explicitly shown events, as has been consistently demonstrated with text materials (Clark 1977, Graesser, Singer, and Trabasso 1994, Magliano et al. 1993, Singer and Halldorson 1996).

In the context of this chapter, bridging inferences are important for making connections between panels and pictures in visual narratives. Consider Figure 2, which depicts a three-picture sequence from one of the BDF stories. The first panel shows the boy with his pets, including a big frog and a little frog who are riding on the back of a turtle. As shown in Figure 3, we learn that the boy got a new little pet frog, whom his older bigger frog is jealous of. Thus, in the second picture, the big frog kicks the little frog off of the turtle’s back, and in the third picture the boy scolds the big frog. However, what would happen to comprehension of this episode if the second (middle) picture were missing? The viewer would have to infer why the little frog was on the ground crying and the boy was scolding the big frog in order to understand how that end-state picture is related to the current event model. Readers routinely make these bridging inferences to support constructing a coherent event model (i.e., an event model in which story constituents are semantically connected).

In a recent study (Magliano et al. 2016), we showed that, indeed, viewers generate bridging inferences to connect pictures when processing visual narratives. Participants viewed
the six BDF stories, and picture viewing times were collected. An assumption was that viewing times for picture sequences where bridging inferences were needed would be longer than when they were not. To create this situation, we identified 24 three-picture sequences like the one shown in Figure 2, which consisted of a beginning-state, a bridging-event, and an end-state. We then manipulated whether the bridging-event picture was present. In a pilot study, we had participants think aloud following the end-state pictures, and we found that, consistent with a counter-intuitive prediction, viewers were more likely to mention the bridging-event actions when the bridging-event pictures were missing than when they were present. Generating the inferred bridging action results in it being more highly activated in the viewer’s event model than if it were simply seen. This suggests that when viewers “read” visual narratives silently, they infer bridging events when they are missing (Magliano and Graesser 1991). Also consistent with our predictions, we found that viewing times for the end-state pictures were longer when the bridging-event pictures were absent (on average, ~2,800 ms) than when they were present (on average, ~2,450 ms). This prediction was based on research showing that sentence-reading times are longer when viewers need to generate bridging inferences (e.g., Clark 1977). Together with the think aloud data, this provided converging evidence that viewers do indeed regularly generate bridging inferences online to map across gaps between pictures in visual narratives (c.f., Cohn and Wittenberg 2015). This is also further consistent evidence in favor of the claim that back-end mechanisms operate similarly between visual and textual narratives.

An interesting question pertains to whether and how bridging inference generation processes relate to situational continuities and event segmentation. According to SPECT, this is conceptualized in terms of the relationship between the mapping and shifting mechanisms. If a gap in narrative coherence occurs, and the coherence can be maintained by generating a bridging
inference, then there is no need to shift to create a new event model, thus viewers would not be expected to give a segmentation response. Conversely, if the gap cannot be bridged by an inference or if the gap is judged to be too large, then there will be a shift to create a new event model, and the viewer will make a segmentation response.

We have recently investigated this question in an event segmentation study with the BDF stories (Smith et al. in preparation-a). Using the same self-paced viewing time paradigm as Magliano et al. (2016), we manipulated the presence/absence of the bridging event images. After viewing each of the stories, participants identified images in the story where they felt there was a change in the story’s situation (i.e., an event boundary), as illustrated in Figure 3. Interestingly, we found that participants were more likely to identify the end-state image as a boundary (likely a global boundary) when the bridging event was absent than when it was present. This is consistent with the idea that viewers were reacting to a perceived lack of coherence.

However, we have already presented evidence consistent with the idea that viewers were generating bridging inferences when pictures were removed (e.g., Magliano et al., 2016), which would allow them to maintain coherence with the current event model, and therefore they would not be expected to make a segmentation response as was found in Smith et al. (in preparation-a). Thus, the result showing increased event segmentation in the bridging event-absent condition presents a theoretical puzzle. One possible solution to this puzzle is to assume that our results are due to a mutually exclusive mixture of different participants making one or the other response (inference, or event segmentation), but not both. In this context, the character goals are still maintained when the bridging event is missing, and therefore these judgments reflect incremental boundaries. As mentioned above, incremental boundaries may be a signal that the
coherence break should be resolved via mapping processes. This is clearly a testable hypothesis that warrants further exploration.

6. How Back-end Mechanisms Affect the Front-end Mechanism of Attentional Selection in the Context of Picture Stories

As noted earlier, a unique contribution of SPECT is that it allows us to test novel hypotheses about the interactions between front-end and back-end mechanisms. As shown in Figure 1, SPECT assumes that these interactions are bidirectional. Thus, it is assumed that the front-end mechanisms of information extraction and attentional selection influence back-end mechanisms involved in creating the current event model. That assumption is “baked into” most theories of narrative comprehension without comment. SPECT also generated the more specific hypothesis, described above, that viewers would enter the ambient mode of eye movements at the beginning of a new event, to facilitate laying its foundation. And, as reported above, we found empirical support for this by finding that viewers remain in the ambient mode of processing longer while viewing images identified as boundaries than non-boundaries (Smith et al. in preparation-b). The flip side is the assumption in SPECT that back-end mechanisms involved in creating the current event model influence moment-to-moment processes involved in information extraction and attentional selection in the front-end during eye fixations. These predictions are very novel within the areas of scene perception, event perception, and the comprehension of visual narratives (see also Foulsham, Wybrow, and Cohn 2016).

Hutson, Magliano, and Loschky (in preparation) tested the assumption that front-end information extraction and attentional selection processes are sensitive to the back-end mapping mechanism sub-process of inference generation. Magliano et al. (2016) showed that generating a
bridging inference during picture story viewing resulted in longer viewing times for end-state images. Using the same manipulation of bridging event presence/absence to induce the mapping sub-process of inference generation, viewers’ eye movements were measured to test a series of research questions to get at the influence of the back-end on the front-end.

The first question was what eye-movement processes accounted for the increased viewing time during inference generation in Magliano et al. (2016). As noted earlier, increased viewing times can be accounted for by eye movements in terms of either increased fixation durations or more fixations, or both. We proposed a Computational Load hypothesis that if viewers were under greater computational load while generating the inference, they would produce longer fixation durations (Just and Carpenter 1980). The competing Visual Search hypothesis was that if viewers felt the need to search the scene for information relevant to making a bridging inference, they would produce more fixations.

Somewhat surprisingly, there was essentially zero difference in fixation durations between the bridging event present and absent conditions. There was however a significant and meaningful 20% increase in the number of fixations produced, with viewers on bridging event-absent trials making two additional fixations on the end-state image compared to bridging event-present trials (on average, 11 vs. 9 fixations, respectively). These results were therefore consistent with the Visual Search hypothesis. This raised the follow-up question, what were viewers fixating on those extra fixations? This led to the follow-up Inferential-Informativeness hypothesis, that viewers needing to generate a bridging inference to maintain coherence between pictures would preferentially fixate regions that were more informative for drawing the inference.
To measure the inferential-informativeness of scene regions, we ran a rating study with new participants to identify inference relevant regions. In that study, we fully informed participants about the bridging event present/absent manipulation in the eye-tracking experiment, and asked them to click the areas of the end-state scene they thought were relevant for drawing the inference if a participant had not seen the bridging event image. We used these click locations to quantify the inferential-informativeness of regions, and found that for bridging event-absent trials (which needed a bridging inference), viewers were more likely to look at inference relevant regions than in the bridging event-present trials (which needed no inference). Thus, when participants needed to draw an inference, they used additional eye-movements to pick up information relevant to generating that inference. For SPECT, this shows that the back-end mapping mechanism’s sub-process of bridging inference generation has an online impact on the front-end mechanism of attentional selection.

Importantly, support for the Visual Search hypothesis shows a potential departure of comprehension in scenes from text, which supports the importance of SPECT. In visual narratives, when there is a break in coherence, the pictures available allow for a visual search. In text, regressive eye movements could be considered to be analogous to visual search in a scene. However, in text when readers need to generate a bridging inference, they typically don’t use regressive eye movements to search for the relevant information for drawing the inferences; rather, they are more likely to rely simply on activating knowledge in LTM (Singer and Halldorson 1996), producing longer gaze durations on the target items (Myers et al. 2000, O'Brien et al. 1988). This asymmetry in the likelihood of using different processes to generate an inference between textual and visual narratives is likely due to what we refer to as the influence of medium-specific features of the stimulus on attentional selection (see Figure 1, top
right). For example, the essential spatiotemporal linearity of attentional selection across multiple fixations while reading text (i.e., mostly rightward, but occasionally leftward) stands in contrast to the much less constrained spatiotemporal dynamics of attention in an image, even if that image is embedded in an ordered image sequence in a visual narrative. This shows the importance of the differences between media types, and how SPECT can benefit future research on visual narratives.


According to SPECT, once a viewer decides to shift to create a new event model, they store the current event model in LTM. This then becomes part of a linked set of stored event models that represent the entire visual narrative, which can be recalled later, for example when retelling the story to a friend. SPECT assumes that the set of stored event models for a given narrative are structured around the goal episodes of characters for both textual and visual narratives (Baggett 1979). We have investigated this issue in terms of understanding the implications of generating inferences on LTM for explicit versus inferred content. It is well documented that memory for narrative texts becomes distorted over time such that memory for explicit content becomes weaker and memory for inferred content becomes stronger (Bartlett 1932, Graesser and Nakamura 1982, Schmalhofer and Glavanov 1986). Magliano and colleagues conducted a study that shows that bridging inferences that connect pictures in a visual narrative distort LTM relatively quickly (Magliano et al. in press).

Magliano et al. (in press) had participants view the BDF stories and manipulated whether the beginning-state, bridging-event, and end-state pictures of the target episodes of Magliano et
al. (2016) where shown. We measured participants’ picture viewing times during viewing, and after participants had viewed all six stories, gave them a picture recognition memory task. In this study, we measured viewing times for the pictures following beginning-state, bridging-event, and end-state pictures, and like Magliano et al. (2016), assumed that finding longer viewing times on those picture when the preceding picture was missing than when it was present indicated that the missing event was inferred. We found that there were longer viewing times when the beginning- and bridging-state pictures were missing than when they were present, but this was not the case for end-state pictures, suggesting that viewers were less likely to infer end-states. Importantly, performance on the recognition memory task showed that participants were also more likely to falsely remember having seen missing beginning-state and bridging-event pictures than end-state pictures (Magliano et al. in press). These results suggest that generating bridging inferences distorts memory for the content of visual narratives. In terms of SPECT, this shows the workings of processes within the stored event models in LTM.

8. Conclusions

We all experience visual narratives in many different formats, including, but not limited to, comics, picture stories, and movies. The theory and practice of creating visual narratives has far outpaced their empirical study. SPECT introduces a novel theoretical framework for those interested in the growing field of empirical research in visual narratives (See also Cohn 2013 for an alternative, but not mutually exclusive framework for comics). SPECT bridges well developed theories on scene perception, event cognition, and narrative comprehension which have thus far been siloed, with little interchange between areas. By providing an integrative framework encompassing these three areas of research and theory, SPECT offers testable
predictions about the bidirectional relationship between the front-end mechanisms of information extraction and attention selection, and the back-end mechanisms in WM and LTM involved in constructing the current and stored event models.

One novel aspect of SPECT, which makes it a useful theoretical framework for those interested in visual narratives, is that it relies on well-established comprehension mechanisms identified in theories of reading comprehension, and generates predictions for how they operate in visual narrative comprehension. Importantly, while the comprehension processes themselves are based on general cognitive mechanisms, they may require and rely on different front-end mechanisms given the unique characteristics of the visual scene stimuli (Loughlin et al. 2015). As such, SPECT allows for tests of classic comprehension mechanisms (e.g., laying the foundation, shifting, and mapping), but asks how well-established perceptual and attentional mechanisms identified in theories of scene perception may induce or even necessitate visual-narrative-specific processes. Within the SPECT framework, predictions for these relationships are generally presented as the interaction between front-end information extraction and attentional selection mechanisms and back-end event-model construction mechanisms.

The development of SPECT has been carried out through tests of major assumptions of the framework. The Boy, Dog, Frog picture stories are an ideal stimulus set for these tests, because they are purely visual narratives that are fairly easily manipulated (e.g., to require bridging inference generation). (The difficulty of manipulating visual narratives compared to text is one of the major limitations of research in this area.) The Boy, Dog, Frog studies presented here tested how generalizable some important back-end mechanisms, which have been primarily studied in the context of textual narrative comprehension, are to the context of visual narrative comprehension. We found strong generalizability for the relationship between
mapping and shifting mechanisms as a function of the degree of change in event indices, and likewise for the mapping mechanism sub-process of bridging inference generation.

Nevertheless, each of these back-end mechanisms showed interesting differences in the context of visual narrative comprehension that could be related to specific front-end visual processes. For example, the front-end mechanism of broad information extraction, or scene gist, was proposed to be behind the difference in the relative importance of spatial changes for event segmentation between text and visual narratives. Likewise, we have proposed that pictorial versus textual medium-specific features place constraints on attentional selection that may explain differences in eye movements during bridging inference generation while viewing visual versus textual narratives. Thus, the above work shows that the back-end event model mechanisms tested (i.e., laying the foundation, inference generation, shifting) are the same ones identified in research on text comprehension, but that due to the differences in the visual narrative stimuli compared to text, research on scene perception introduces important new considerations. This is precisely where SPECT offers unique contributions to further our understanding of comprehension processes in visual narratives, which have become the modal form of narrative consumed for much of the population. The work presented only scratches the surface of how visual narrative comprehension, and there are many fundamental questions SPECT poses that still need to be asked (Loschky et al. in preparation).

Importantly, we have also tested important hypotheses about the proposed bidirectional relationships between the front-end and back-end processes, such as how the front-end processes of attentional selection and information extraction influence laying the foundation for a new event model (Smith et al. in preparation-b), and whether/how the back-end mapping mechanism sub-process of inference generation influences the front-end mechanism of attentional selection.
Nevertheless, this work has only begun to touched on these issues, and the need for further research on them is now highlighted by SPECT. For example, how exactly do the front-end mechanism of information extraction influence the back-end mechanism of laying the foundation for a new event model? Initial investigations of this question (Larson 2012, Larson and Loschky submitted) showed that gist processing of different levels of scene categories (i.e., superordinate level indoor vs. outdoor, and basic level kitchen vs. office) and actions (basic level cooking, vs. washing dishes) occurred at different times scales, going from the coarse superordinate scene category level, within 150 ms processing time, to the fine basic level actions, which required two full eye fixations. Further research has shown that extracting the gist of a scene facilitates recognizing a person’s action within that scene (Larson and Lee 2015). These studies illustrate the kinds of studies motivated by hypotheses generated by SPECT. Many more such studies (Loschky et al. in preparation), and eventually computational models will be needed to fully test the theory.
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Endnotes

1 We use the term “event model” consistently with Radvansky and Zacks (2011). They argue that “mental models” are broader, because they are not necessarily “tied to a specific event” (p. 609) and that “situation models” are a narrower sub-type of “event models” that are tied only to representations of text. “Event models” encompass event-specific representations of real life, movies, virtual reality, text, or, we would add, comics or picture stories.

2 Of course, some visual storytellers want to challenge their viewers, and intentionally create large gaps in coherence for various aesthetic reasons (e.g., in film, “Memento” or “Pulp Fiction”; in comics, “The Sculptor” or “The Multiversity: Pax Americana #1”).

3 One exception to this pattern is that readers sometimes make regressive eye-movements when they are faced with information that is inconsistent with their predictive inferences (e.g., when reading about someone planning for a vacation, and knowing that he is a “sun bird,” but then finding that he has decided to go to Alaska for his vacation)(Calvo, Meseguer, and Carreiras 2001, Poynor and Morris 2003). This is likely related to the error processing role that regressions in reading generally play (Frazier and Rayner 1982, Laubrock and Kliegl 2015).

4 Although this memory retention interval was only a few minutes after having seen each picture story, it is well-beyond the limits of visual short-term memory (i.e., roughly 30 seconds), and is therefore clearly within the realm of LTM.