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Events shape long-term memory for story information
Maverick E. Smith a,b, Christopher A. Kurbyc, and Heather R. Baileyb

aDepartment of Psychological & Brain Sciences, Washington University in St. Louis; bDepartment of Psychological 
Sciences, Kansas State University; cDepartment of Psychology, Grand Valley State University

ABSTRACT
We segment what we read into meaningful events, each separated by a discrete 
boundary. How does event segmentation during encoding relate to the structure 
of story information in long-term memory? To evaluate this question, partici
pants read stories of fictional historical events and then engaged in a postreading 
verb arrangement task. In this task, participants saw verbs from each of the 
events placed randomly on a computer screen and then arranged the verbs into 
groups onscreen based on their understanding of the story. Participants who 
successfully comprehended the story placed verbs from the same event closer to 
each other than verbs from different events, even after controlling for ortho
graphic, text-based, semantic, and situational overlap between verbs. Thus, how 
people structure story information into separate events during online compre
hension is associated with how that information is stored in memory. Specifically, 
story information within an event is bound together in memory more so than 
information between events.

Introduction

When recalling the details of a novel, readers may organize their description into separate episodes 
using the story’s events (Davis & Campbell, 2022; Davis et al., 2020; Ezzyat & Davachi, 2011; Kurby & 
Zacks, 2022), shared situational features between events (Zwaan, Langston et al., 1995), their knowl
edge and scripts for the actions that make up typical events (Bower et al., 1979; Trabasso & Van Den 
Broek, 1985; Van den Broek & Gustafson, 1999), and proximity of the information in the text 
(Graesser et al., 1994; Kintsch, 1988; Kintsch & van Dijk, 1978). For instance, if remembering the 
details from Charlie and the Chocolate Factory (Dahl, 1964), readers may recall the event of Charlie 
Bucket finding a golden ticket in a chocolate bar, granting him the opportunity to tour Willy Wonka’s 
factory. They may recall each independent episode of the four other children on the tour giving into 
their impulses, misbehaving, and ultimately getting ejected from the factory in a darkly comedic 
fashion. The reader may also recall the event of Willy Wonka making Charlie his heir.

Although stories describe a large host of situational information about individual objects, actions, 
spatial settings, emotions, and so on, readers tend to remember stories as events that integrate across 
these individual pieces of information. For example, multiple events in Charlie and the Chocolate 
Factory contain Veruca Salt. Readers may recall the event of her winning a golden ticket by describing 
how workers in her father’s factory were forced to unwrap chocolate bars until they found a ticket. 
Readers may also recall how Veruca got ejected from Willy Wonka’s factory (e.g., she got flushed down 
the garbage chute). Despite being in separate events (e.g., winning a ticket, getting ejected from the 
factory), these are likely connected in memory through shared situational features, such as involving 
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the same character. In addition, episodic memories for the individual actions within each event are 
likely bound together by virtue of sharing the same overarching event, even if those actions do not 
share all the situational features. For example, consider the “Veruca got ejected from the factory” 
event. The event begins with Veruca going under the gate that guards the squirrel’s workplace (i.e., 
a change in location). The squirrels attack her (i.e., a change in goal from stealing to fleeing) and flush 
her down the garbage chute. Although these actions occur through situational changes in the story, 
they are likely associated in memory because they are from the same overall event.

Using a unique verb arrangement task, we explored how two important factors––shared situational 
properties (e.g., characters, causation etc.; Zwaan, Langston et al., 1995) and event structure (Davis & 
Campbell, 2022; Davis et al., 2020; Ezzyat & Davachi, 2011; Kurby & Zacks, 2022)—organize long- 
term memory for story information. Both have previously been shown to carry unique variance in 
performance on a variety of different tasks (Bailey & Zacks, 2015; Kurby & Zacks, 2012; Magliano 
et al., 2012; Speer et al., 2007). We expected that that both would contribute to the organization of 
long-term memory for story information. However, we suggest that the process of event segmentation 
contributes uniquely to the organization of episodic memories.

To successfully comprehend a story, readers construct a mental model, called a situation model, of 
the situation described in the text. Situation models serve as a mental simulation that includes 
information from the text itself, the events described in the text, the reader’s background knowledge, 
and the inferences that readers generate while reading (McNamara & Magliano, 2009). Successful 
comprehension depends on the construction of a coherent situation model that connects information 
within events, even if the information within an event is described in sentences that are far apart in 
terms of the text-based structure of the text.

Event indexing model

Influential theories of situation models (Gernsbacher, 1990, 1997; Kintsch, 1998), such as the Event 
Indexing Model (Zwaan, Langston et al., 1995; Zwaan & Radvansky, 1998), claim that readers actively 
monitor 5 indices of the situation as they read stories and that these situational indices organize long- 
term memory for story information. These situational indices include the characters, their spatiotem
poral location, their goals, and the causal relationships between events (Rinck & Weber, 2003; Zwaan, 
Langston et al., 1995; Zwaan, Magliano et al., 1995; Zwaan & Radvansky, 1998), although other indices, 
such as emotion, have also been proposed (Gernsbacher et al., 1992; Komeda & Kusumi, 2006; 
Therriault & Rinck, 2007). Readers update their situation model when there are changes along these 
indices, for example, when there is a shift in time, space, or a causal break.

Updating of the situation model during online comprehension is reflected in the availability of 
information immediately after a change in one or more of the situational indices. For instance, 
responses to recognition memory probes shown while reading take more time to execute and they 
are less accurate after a change in the situation (Bailey & Zacks, 2015; Pettijohn & Radvansky, 2016a; 
Radvansky & Copeland, 2010; Rinck & Bower, 2000; Zwaan, 1996). Presumably, information in the 
current situation model is more highly activated than information represented in prior situation 
models. This has been interpreted to suggest that readers update their situation models when they 
experience a change while they are reading.

Changes in the situation also shape how situation models are structured in long-term memory. 
Specifically, story events that share situational indices are more highly associated in long-term 
memory than story events that do not share indices. Zwaan, Langston et al. (1995) developed 
a method to measure the organization of memory for story information as a function of situational 
overlap (see also, Zwaan & Brown, 1996). After reading a text, participants saw a set of verbs, 
representing the story events, taken from the text. Participants sorted the verbs into groups that 
they thought “belonged together” based on their memory of the text. Zwaan, Langston et al. (1995) 
found that participants were more likely to sort verbs into the same group when they came from 
clauses that shared the same characters, time frame, spatial region, goal hierarchy, or causation. 
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Interestingly, participants did so, even after statistically controlling for the effects of the text-based 
distance and the base-rate relatedness of the verbs in semantic memory, which were also significant 
predictors of verb clustering. Thus, events are connected in a reader’s long-term memory, and the 
strength of the connection depends on the proximity of the information in the story and whether the 
events share the same situation. In addition, research has also shown that less skilled comprehenders 
construct weaker situation models because they are less likely to cluster verbs along the situational 
indices than those who have high comprehension ability (Zwaan & Brown, 1996). Instead, less skilled 
comprehenders may rely more on the lexical similarity between verbs when sorting them from stories 
(Zwaan, Langston et al., 1995).

Event segmentation during reading

The Event Indexing Model may provide an adequate description of how situation models change 
during online comprehension and how situation models are stored in long-term memory offline. 
However, the Event Indexing Model does not address another important phenomenon in event 
processing: the segmentation of experience into separate mental models (see, Zacks, 2020 for 
a review) and how such a process may result in distinct memory representations.

The Event Horizon Model, which adopts Event Segmentation Theory (Zacks, 2020; Zacks et al.,  
2007), proposes that people spontaneously parse experience into meaningful discrete events and that 
events are stored as separate units in long-term memory (Radvansky, 2012; Radvansky & Zacks, 2014). 
According to this theory, the situation model1 generates predictions about what will happen next. As 
features of an event changes, predictions become less accurate, and readers update their situation models 
to reflect these changes. The theory argues that readers engage in a global update, whereby the situation 
model resets, and a new situation model is created to reflect the new unfolding situation when there are 
transient spikes in prediction error (Franklin et al., 2020; Zacks, 2020; Zacks et al., 2007).

A cascade of cognitive processing occurs when people perceive a new event. Information from the 
previous event becomes less accessible (Copeland et al., 2006; Pettijohn & Radvansky, 2016b; Speer & 
Zacks, 2005), processing load increases (Delogu et al., 2018; Hard et al., 2011), changes occur in the 
allocation of spatial and visual attention (Eisenberg & Zacks, 2016; Huff et al., 2012; Ringer, 2018; 
Swets & Kurby, 2016), and information becomes less predictable (Franklin et al., 2020; Huff et al.,  
2014; Zacks et al., 2011). Research has also found that people read segments of text more slowly (Zacks 
et al., 2009), make more regressive eye movements to previously read text (Swets & Kurby, 2016), are 
slower to access information from previous events (Bailey & Zacks, 2015; Pettijohn & Radvansky,  
2016a; Radvansky & Copeland, 2010; Swallow et al., 2009), and show transient increases in brain 
activity when people experience an event boundary (Kurby & Zacks, 2018; Speer et al., 2007; Zacks, 
Braver et al., 2001).

Unique influences of event segmentation beyond the processing of individual changes

The perception of event boundaries often coincides with the perception of shifts on story indices; 
however, not all changes in situational indices are considered event boundaries (Huff et al., 2014; 
Kurby & Zacks, 2012; Magliano et al., 2012; Speer et al., 2007; Zacks et al., 2009). Event 
segmentation is subjective, and it depends on how the reader directs attention to situational 
information and how readers construct their situation model (Bailey et al., 2017). Interestingly, 
research shows that the updating process that occurs when perceiving an event boundary is 
different from that which occurs when one experiences a change in a situational index (i.e., 
change in spatial location). That is, readers not only update their mental models at situation 
changes by integrating the new information, as argued by the Event Indexing Model, but they also 
engage in event updating to construct new situation models when they perceive an event 
boundary, a phenomena referred to as incremental and global updating, respectively (Bailey & 
Zacks, 2015; Kurby & Zacks, 2012; Speer et al., 2007; Zacks et al., 2009). For example, Bailey and 
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Zacks (2015) found that response times to recognition memory probes during reading were slow 
when people were probed for an aspect of the situation that just changed, consistent with the Event 
Indexing Model; however, they also found that participants were also slower in responding to 
unchanged indices of the situation compared to a no-change control condition. Thus, readers appear 
to update the entire model when they perceive a boundary, regardless of whether some of the 
information has changed in the story. Similarly, Kurby and Zacks (2012) found that people mention 
situational indices, during a think-aloud task, when those indices change individually, but they also 
found that readers mention both changed and unchanged situational information at event boundaries. 
Further, in a functional magnetic resonance imaging experiment, Speer et al. (2007) found a larger 
phasic brain response at event boundaries than nonboundary locations, but this effect was only 
partially accounted for by the presence of situation changes. Taken together, these findings indicate 
that readers may construct their situation models by tracking and updating individual situational 
indices while they are reading, but they segment their model when they perceive a new event. This 
implies that event structure may organize memories for story information above and beyond 
situational overlap (e.g., Zwaan & Brown, 1996; Zwaan, Langston et al., 1995).

Event boundaries and memory

Some behavioral evidence provides support for this possibility (Davis & Campbell, 2022; Ezzyat & 
Davachi, 2011). For instance, Ezzyat and Davachi (2011) had participants read stories containing 
multiple events denoted by changes in time (“a while later” vs. “a moment later”) (see also, Zwaan,  
1996). After reading the stories, participants recalled the next sentence shown in the story after they 
were given a single sentence as a cue. They found that sentences cued memory retrieval of subsequent 
sentences better when the two belonged to the same event than different events. Analogous effects 
were observed in a perceptual priming procedure in which viewers watched videos and then, after
ward, engaged in a sequential priming task (Kurby & Zacks, 2022).

Together, these results suggest that event segmentation shapes how events are encoded and 
organized in episodic memory. The Event Horizon Model argues that situation models are stored in 
long-term memory as episodic units and that event memories are connected to each other via shared 
situational indices (Radvansky, 2012; Radvansky & Zacks, 2014). However, it remains unknown if 
events uniquely organize episodic memory above and beyond changes in situational features, such as 
temporal changes (Ezzyat & Davachi, 2011) or goal changes (Kurby & Zacks, 2019) which often, but 
do not always, align with the perception of event boundaries (Huff et al., 2014; Kurby & Zacks, 2012; 
Magliano et al., 2012; Speer et al., 2007; Zacks et al., 2009).

Hypothesis and overview

We hypothesized that event structure organizes memory for story information above and beyond links 
in situational event indices. To test this, participants performed a novel verb arrangement task, 
inspired by the verb clustering task used in Zwaan, Langston et al. (1995). After reading a story, we 
tested participants’ memory by asking them to spatially arrange verbs on a computer screen, using the 
computer mouse. We instructed participants to place verbs closer together on the screen if they were 
considered related in the context of the story, based on their understanding of the story. We recorded 
the x and y coordinates of each verb on the screen, and we used the Euclidean distance between them 
as a measure of their association in episodic long-term memory. Analogous tasks have been used in the 
perception and categorization literatures (see, Berman et al., 2014; Goldstone, 1994; Kriegeskorte & 
Mur, 2012) to reveal how participants mentally represent similarities between different items.

We preferred this novel approach over the verb sorting task used in previous literature (i.e., Zwaan 
& Brown, 1996; Zwaan, Langston et al., 1995) for several reasons. First, our task is easy for participants 
to understand as it relies on the spatial nature in which people conceptualize similarity when making 
judgments based on conceptual features (Casasanto, 2008). Second, it is more efficient because 
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participants make several similarity judgments simultaneously through the act of placing verbs 
spatially.2

We asked participants to arrange verbs from the story because verbs denote actions, they are 
situationally and semantically rich, and they often signal changes in the state of characters (Zwaan, 
Langston et al., 1995). We calculated the Euclidean distance between every possible verb pair as 
a measure of their association in episodic long-term memory. If events organize memory for story 
information, as predicted by the Event Horizon Model, then verbs from the same event will be placed 
closer together than verbs from different events, after controlling for shared situational indices, as well 
as other factors known to affect memory for story information and lexical items: orthographic 
similarity, knowledge, and text-based similarity. Alternatively, the strength of the association between 
events in memory may depend solely on the shared situational indices between them, as suggested by 
the Event Indexing Model (Zwaan, Langston et al., 1995). According to this possibility, verbs from the 
same event will not be placed closer together, but verbs that share situational indices will be, after 
controlling for the other predictors of similarity. A third possibility is that the strength of the memory 
representation may depend solely on the text-based structure of the story (e.g., whether two verbs 
shared the same clause or sentence) (see however Zwaan & Brown, 1996; Zwaan, Langston et al., 1995) 
because the closer two words appear in a text, the more likely they share arguments and make 
references to the same ideas (Graesser et al., 1994; Kintsch, 1988).

We evaluated if events uniquely structure memory by using segmentation data from one sample to 
predict verb arrangements in an independent sample. The approach we used is analogous to the three- 
pronged method (Magliano & Graesser, 1991), which links theory to converging sources of empirical 
evidence to make claims about the processes under investigation. The first prong outlines the theory, 
such as the Event Horizon Model., to guide the generation of hypotheses (i.e., events uniquely 
structure memory). The second and third prongs outline the use of different behavioral measures, 
such as event segmentation and verb arrangements, to find converging evidence to support 
a phenomenon (Graesser et al., 1987; Kendeou et al., 2019; Magliano & Graesser, 1991).

Methods

Participants

We collected data from 209 undergraduate students (145 women and 64 men, Mage = 19.01, SDage 
= 2.10) enrolled in general psychology. We determined the sample size from the experimental design 
and from recommendations provided by Brysbaert and Stevens (2018) because the task was novel.3 

Brysbaert and Stevens (2018) suggested that one should collect approximately 160 observations per 
condition, per subject for a total of 28,000 observations to detect an effect with a power of .80. Each 
event in our experiment contained multiple verbs. Across all four texts, there were 145 pairs of verbs 
that shared an event. With 209 participants, we collected a total of (209 × 144) 30,096 observations per 
the condition of interest. Thus, we should be adequately powered to detect the effects of interest on the 
verb arrangement task. We collected data from 10 additional participants, but we removed their data 
because their comprehension questions were not recorded due to experimenter error (n = 1) or 
because they did not perform the verb arrangement task as instructed (n = 9). These participants 
placed the verbs in some identifiable spatial arrangement (e.g., in a line or in columns).

Materials

Participants read a total of five passages on a computer screen with a resolution of 1024 × 768. 
Participants began by reading a 440-word excerpt from the book One Boy’s Day (Barker & Wright,  
1951) for practice to familiarize them with the verb arrangement task. Participants read four experi
mental texts after reading the practice text. The stories contained 58 to 85 sentences and described the 
following: The Beanie Baby Craze, A Farmer’s Rebellion, New York in the Future, and Spy Identification 
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Equipment. The texts were written as historical narratives, and they have been used in previous studies 
of discourse comprehension (Fisher & Radvansky, 2018; Radvansky et al., 2001; Therriault et al.,  
2006). Text length varied between stories (The Beanie Baby Craze: 516 words; A Farmer’s Rebellion: 
652 words; New York in the Future: 703 words; Spy Identification Equipment: 613 words). Participants 
always read the excerpt from One Boy’s Day first. We counterbalanced the order of the experimental 
texts across participants using a 4 × 4 Williams Latin square (Williams, 1949). The texts were shown in 
black 14-point font against a white background, and they took up an entire page of the screen. 
Participants answered four true or false comprehension questions per text (e.g., “This story takes place 
in the future?,” “Bob Collins was a well-to-do bean farmer?”) after performing the verb arrangement 
task. Questions assessed understanding at the situation model level as opposed to surface form or text- 
based details. We took questions from Therriault et al. (2006) for the identical texts used in our 
experiment, and the questions assessed comprehension of protagonist, temporal, and spatial informa
tion. For each text, the correct answer was true for two questions and false for two questions.

Selection of event boundaries and verbs

We conducted a norming study at a large university in the Midwestern part of the United States, using 
an independent sample of 30 undergraduate students, to determine the normative boundaries between 
events in each story. Participants read each text from paper with no paragraph breaks so as not to 
influence their segmentation behavior. Participants segmented the text into the largest units that 
seemed natural and meaningful to them by placing a line between two words to indicate the end of one 
unit of activity and the start of the next. We gave instructions used to elicit coarse event segmentation 
because we were interested in testing participants’ memory for events from a longer timescale 
(Newtson, 1973; Zacks, Tversky et al., 2001). We computed the proportion of participants that placed 
an event boundary within each clause, per text (see Figure S1 in the Supplemental Materials). To find 
moments that most people perceived as an event boundary and to ensure that the number of events 
were similar across stories, we identified normative boundaries as clauses that were segmented by 
more than or equal to 1.9 SDs above the mean segmentation probability for the story. Increasing the 
criteria to 2 SDs removed six events from the stories, which resulted in very few observations. The 
number of events varied between stories (The Beanie Baby Craze: 5 events; A Farmer’s Rebellion: 10 
events; New York in the Future: 7 events; Spy Identification Equipment: 5 events).

We then selected verbs from each text to use in the verb arrangement task. To do this, we identified 
the verb of each clause. Then, we eliminated any non-unique verbs from the pool, leaving 38 unique 
verbs from the Beanie Baby Craze, 58 unique verbs from A Farmer’s Rebellion, 54 unique verbs from 
New York in the Future, and 35 unique verbs from Spy Identification Equipment. Last, we randomly 
selected 24 of the remaining verbs from each text, with the constraint that each event contained at least 
two of the selected verbs, based on the normative event segmentation data described above. The 
number of verbs per event for each story ranged from two to six verbs with a mode of three verbs per 
event. The list of verbs and the stories are provided in the supplemental materials and on the Open 
Science Framework (https://osf.io/h6g75/?view_only=b9c047f270954071ad85f5aaa1417012).

We chose to use normative event boundaries identified from one sample to predict verb arrange
ments in another sample for two reasons. Logistically, we could not ensure that there would be 
multiple unique verbs from the same event if we were to rely on event boundaries identified from the 
same individuals who performed the verb arrangement task. Second, groups of participants tend to 
agree on the moments they perceive as coarse event boundaries (Sasmita & Swallow, 2022); therefore, 
we assumed participants between samples would perceive similar event boundaries. Finally, it is 
common practice when using the three-pronged method to examine relations between behavioral 
measures using different samples of participants (Graesser et al., 1987; Magliano & Graesser, 1991).

Coding of text and verb features
We coded for several predictors to describe the similarity between the verbs in the stories.
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Orthographic similarity. We computed the orthographic similarity between any two verbs using 
Levenshtein Distances. The Levenshtein Distance between any two verbs indicates the number of 
character edits (insertions, deletions, substitutions) needed to change one word into the other 
(Levenshtein, 1966; Yarkoni et al., 2008). The larger the Levenshtein Distance, the more orthographi
cally dissimilar two words are.

Semantic similarity. Zwaan, Langston et al. (1995) had a group of participants sort verbs from their 
stories without having them read the texts. They assumed that participants would arrange the verbs 
based on their general knowledge and semantic similarity when they did not read the stories. We 
followed a more theoretical approach. We used latent semantic analysis (LSA) cosines to represent the 
semantic similarity of two verbs based on general knowledge (Landauer & Dumais, 1997). Briefly, LSA 
computes semantic similarity via a corpus analysis, which assess the co-occurrence of words and 
phrases across large sets of texts, paragraphs, and sentences. Through a statistical procedure, word 
meaning is modeled in a conceptual structure of connected latent variables. When two text inputs are 
given to the system, the system finds their “location” in this conceptual structure, and computes 
a similarity measure to reflect the result, called a cosine. The larger the LSA cosine, the more 
semantically similar two verbs are.

Surface distance. We created two variables to indicate the distance between any two verbs in terms of 
where they appeared in the text: whether any two verbs came from the same sentence and the number 
of intervening clauses between verbs in the story.

Situational overlap. We used the situational coding from Radvansky et al. (2001) to determine the 
situational overlap between every pair of verbs. Verbs were considered to overlap situationally if the 
verbs came from clauses that shared the same situation (space, time, entity, goal, causality). For each 
clause, Radvansky et al. (2001) indicated whether the clause contained a change in spatial location, 
temporal location, entities (objects or characters), goals, and causation from the previous clause. Text 
from the The Beanie Baby Craze story is shown in Table 1 to illustrate the situational coding of one 
story.

Table 1. Clauses Taken From The Beanie Baby Craze story. The situational coding performed by Radvansky et al. (2001) is shown. 
Clauses that overlap situationally share a value. A number in a cell indicates the identity of that dimension. For example, clauses 1–7 
are all from the same spatial region in the story (region 1). Clauses 8 and 9 are both from the next spatial region in the story 
(region 2). This coding was used to determine whether any two verbs shared a situational dimension and event. For example, the 
verb come shares the same event as the verb purchased, but does not share the same event as the verb taken. (See Figure S1 in the 
Supplemental Materials for event segmentation norms per clause used to determine event membership.)

Clause  
Number Clause Space Time Entity Cause Goal Event Verb

1 Beanie babies became very popular in Mary’s town of 
Lakewood

1 1 1 1 1 1

2 because they are cute little toys 1 1 1 1 1 1
3 that come in a variety of animals. 1 1 1 1 1 1 come
4 She purchased them as gifts at Christmas, 1 2 1 1 2 1 purchased
5 to give to her children. 1 2 2 1 2 1 give
6 While most collectors enjoy beanie babies, 1 2 3 1 2 1 enjoy
7 it is unlikely that they would be valued as highly today 1 3 3 1 2 1 valued
8 as they were in Lakewood last year. 2 4 3 1 3 1
9 For some reason, beanie babies became very popular at this 

time.
2 4 3 2 3 1

10 Beanie babies were first brought into Lakewood from Los 
Angeles.

3 4 3 3 3 1 brought

11 In 1996, Ellen Smith told Mary of seeing these toys. 3 5 4 4 3 2 told
12 She had been quite taken with the cuteness of these stuffed 

animals.
3 5 4 4 3 2 taken

13 In a few weeks, some toys were shipped out. 3 6 4 4 3 2 shipped
14 They were to be sold at toy shops in Lakewood. 4 6 4 4 4 2
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Space. The space dimension indicated whether two consecutive clauses took place in the same spatial 
region. Pairs of verbs were coded as a 0 if they came from clauses that shared the same spatial region in 
the depicted story situation. Otherwise, they received a 1. For instance, reading about how beanie 
babies were brought from Lakewood to Los Angeles reflects a change in space. Pairs of verbs that 
occurred before the change (i.e., come-purchased, come-give, purchased-give) were coded as a 0 
because they shared the same spatial region. Pairs of verbs that came after the change (i.e., come- 
brought, come-told, purchased-brought) were coded as a 1.

Time. The time dimension indicated whether two clauses took place in the same time frame. Pairs of 
verbs were coded as a 0 if they came from consecutive clauses that shared the same time frame. 
Otherwise, they received a 1. For instance, reading about how beanie babies were Christmas gifts and 
then reading about how they would not be valued as much today reflects a change in time.

Entity. The entity dimension indicated whether two clauses involved the same object or character. 
Pairs of verbs were coded as a 0 if they came from consecutive clauses that shared the same entity. 
Otherwise, they received a 1.

Cause. The causality dimension indicated whether two clauses were directly related causally. Pairs of 
verbs were coded as a 0 if the prior context provided a necessary and sufficient cause for the incoming 
information. For instance, reading that beanie babies were popular because they are cute reflects 
continuity in causality, but then reading that beanie babies were brought to Lakewood from Los 
Angeles and then reading that Ellen Smith told Mary of the toys reflects a change in causality.

Goal. The goal dimension indicated whether two clauses were part of the same goal plan. Pairs of 
verbs were coded as a 0 if they came from consecutive clauses that shared the same goal structure. 
Otherwise, they received a 1.

Event overlap. Finally, using the normative segmentation data and stimuli construction procedures 
described above, we recorded whether each pair of verbs came from the same event, or a different 
event. A subset of verbs that shared the same events from the beanie babies craze are shown in Table 1. 
For instance, come, purchased, enjoy, valued, and brought were from the same event. Told and collected 
were from different events. This is because participants in the norming study judged an event 
boundary between the 10th and 11th clause (See Figure S1 in the Supplemental Materials). 
Correlations between the segmentation behavior and situation changes are provided for each text in 
the Supplemental Materials. We found that event boundaries tended to correspond with changes in 
characters, time, causality, and goals.

Verb arrangement task

After reading each story and performing a filler task (described below), we told participants they 
would see 24 verbs taken from the story, arranged in random non-overlapping locations on the 
computer screen. We instructed participants to place the 24 verbs from the story around the screen in 
such a way that reflected their understanding of the story. We instructed them to use the distance 
between each verb as a measure of how close or far they were from each other, based on their 
understanding of the story. We instructed participants to place verbs closer together on the screen 
when they felt, based on their understanding of the story, the words should go together, and to place 
verbs far from one another on the screen when they felt the words did not go together. Note here that 
the verb arrangements were not necessarily based on how close the words were located to one another 
in the text but based on the participants’ comprehension of the story. Participants made responses by 
clicking and dragging each of the verbs with the mouse. We told them to use the entire screen when 
making their spatial arrangements. Verbs changed to a blue font when they were selected. Participants 
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were not allowed to continue through the experiment until they selected each of the 24 verbs. 
Examples of the task are shown in Figure 1.

We did not have participants arrange the verbs without reading the stories. Zwaan, Langston et al. 
(1995) previously found that participants sort verbs using the lexicon when doing a verb sorting task. 

Figure 1. (A) Initial random arrangement of the verbs for one participant. (B) Postarrangement clustering of the verbs from the 
participant.
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We assumed that the orthographic and semantic features would be the only predictor of distance 
between the verbs if we included the control condition.

Filler tasks

Participants completed a filler task after reading each story. They performed a script sequencing task 
after the first and third texts and a script generation task after the second and fourth texts. We describe 
each task below.

Script sequencing
We assessed general event knowledge with a script sequencing task. Participants saw 
a description of an everyday activity (e.g., making a campfire) at the top of the screen 
along with its corresponding 12 steps. We showed participants these steps in a random 
order in a 3 × 4 grid. We instructed participants to arrange them into the order in which 
the activity would normally be executed (e.g., find a location, clear the surroundings, get the 
tinder, get some logs, etc.). Participants arranged the steps with the computer mouse by 
clicking and dragging each step into the correct position 1 through 12. Correct responses 
came from the normative sequences of the steps outlined for the activity (Galambos, 1983). 
We scored performance by calculating an error score. We calculated this score as the absolute 
distance of each step’s location from the correct ordinal location. Larger values correspond to 
more errors.

Script generation
We also assessed general event knowledge with the script generation task used in (Rosen et al., 2003). 
Participants were instructed to write down, in order, all the steps involved in two everyday activities 
(going out to eat, shopping for groceries; Galambos, 1983; Rosen et al., 2003). We gave participants 
5 minutes to write as many steps as possible for each activity. We scored performance as the number of 
words in the descriptions divided by the number of actions in the activity.

Analyses revealed no relation between these event knowledge measures and the dependent variable 
of interest in the verb arrangement task, and thus they will not be discussed further. However, those 
results are provided in the Supplemental Materials.

Procedure

We ran participants in groups of 1 to 6. They were greeted by an experimenter and seated in front 
of a computer. The experimenter told the participant that they would read stories about fictional 
events and were instructed to read each story carefully because they would complete memory tests 
after each story. Participants then read the practice story and performed the practice verb 
arrangement task.

The experimenter viewed how participants arranged the verbs after they completed the verb 
arrangement task for the practice story. If the verbs were not spread out around the screen (i.e., if 
participants put the words in some identifiable arrangement), the experimenter told the participant to 
try their best to arrange all verbs around the screen in such a way that reflected their understanding of 
the story and to use the distance between each verb as a measure of how close or far they were based on 
their understanding of the story. The experimenter then pressed a combination of keys on the 
keyboard, which permitted the participant to continue with the experiment. The experimental trials 
progressed as follows: Participants read a story, completed a filler task (see above), completed the verb 
arrangement task for the story, and then completed a four-question true or false test of their memory 
of the story. Comprehension questions came from Therriault et al. (2006), and they assessed partici
pants’ comprehension of protagonist, space, and temporal features. This sequence repeated for each of 
the four stories.
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Results

We first examined how verbs were clustered descriptively. The mean Euclidean distance between each 
pair of verbs from each of the four stories is represented as a heat map in Figure 2. Verbs are organized 
by the order they were shown in each of the stories. Event membership is indicated by black lines 
drawn around clusters of cells in the matrices. Darker values in each of the cells indicate closer verb 
placement. As evident from the heat maps, there was substantial variability in the distance between 
verb pairs. Visual inspection hints that verbs that shared the same event tended to be placed closer 
together than verbs that came from different events; however, it is difficult from the descriptive plots 
alone to identify what additional factors may have influenced verb arrangements.

To assess how participants arranged the verbs from each story, we first fit a linear mixed-effects 
model to the Euclidean distance between each pair of verbs, per text, per subject, to test whether 
sharing an event was related to closer verb placement, controlling for orthographic similarity, 
semantic similarity, text-based similarity, and the extent to which verbs shared situational indices in 

Figure 2. Mean Euclidean distance (in pixels) between pairs of verbs from the same or different events.
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the story. In the model, the fixed effects were orthographic similarity between each verb (Levenshtein 
Distances), semantic similarity (LSA similarity), text-based similarity (shared sentence, clause dis
tance), shared situational indices (cause, goal, time, space, and entity), and whether the verb pair 
shared an event.

We conducted all analyses in R (version 4.0.5) using the lme4 (Bates et al., 2014) and stats 
packages (R Core Team, 2021). We obtained simple slopes and least square means using the 
emmeans library (Lenth et al., 2020). We dummy coded the categorical fixed effects and centered 
the continuous predictors at their means before entering them into the analyses. As shown in 
Table 2, all the fixed effects significantly predicted verb distance, except for having a shared cause. 
Importantly, the analysis shows that controlling for the orthographic and text-based distance, 
semantic similarity, and situational overlap, verbs were placed closer together when they shared an 
event than when they did not.

Exploratory analysis of comprehension accuracy

The perception of event structure and tracking of situational dimensions may depend on successful 
comprehension of the stories. In our data, we detected meaningful individual differences in story 
comprehension, as evident from participants’ poor performance on the 4 comprehension questions 
(M = 0.67, SD = 0.12). It is possible that the shared event effect may be weaker for readers who did not 
successfully comprehend the stories and stronger for those who did (see also, Zwaan & Brown, 1996). 
To examine this possibility, we reran the above analysis and included the interaction between 
participant accuracy on the comprehension questions and the shared event predictor. Again, we 
treated the participant and story intercepts as random effects. We found that the second model was 
a better fit than the model that only included the main effects, χ2 (2) = 11.78, p = .003, indicating that 
the interaction explained unique variance in the verb distances (interaction term model results: 
β = −18.25, SE = 5.41, t = 3.38, p < .001). We probed this interaction by comparing the distance 
between verbs when the verbs did and did not share an event at all five levels of comprehension 
accuracy, illustrated in Figure 3. We corrected the p values using a Bonferroni adjustment. Participants 
who scored 0% (β = −3.88, SE = 3.95, z = −0.98, p = .33) or 25% (β = 0.73, SE = 2.81, z = 0.26, p = .79) 
on the comprehension test did not place verbs closer together when they shared the same event than 
when the verbs came from different events. However, those who scored 50% (β = 5.34, SE = 1.96, 
z = 2.72, p = .007), 75% (β = 9.96, SE = 1.86, z = 5.36, p < .0001), or 100% (β = 14.57, SE = 2.59, z = 5.63, 
p < .0001) on the comprehension test did show event-based clustering, even after controlling for low- 
level similarity between the verbs and changes in the situational indices. Thus, those who successfully 
comprehended the stories showed more pronounced event-based memory organization.

Table 2. Results of the linear mixed-effects model predicting distance between verbs.

Predictor Estimate SE t value P

Intercept 348.10 6.16 56.55 <.001***
Levenshtein Distance 2.68 0.25 10.53 <.001***
LSA similarity −46.64 3.74 −12.48 <.001***
Clause distance 0.26 0.03 8.86 <.001***
Shared sentence 9.68 4.12 2.35 .02*
Shared space 6.97 1.45 4.80 <.001***
Shared time −4.96 1.96 −2.53 .01*
Shared entity 8.21 2.71 3.03 .002**
Shared cause 1.67 2.32 0.72 .47
Shared goal −8.90 1.46 −6.11 <.001***
Shared event −8.16 1.78 −4.58 <.001***

We dummy coded the categorical predictors and centered the continuous predictors at their means 
before entering them into the analyses. The estimates are unstandardized weights, showing 
a change in Euclidean distances based on a single unit of change in the predictor. *p < .05; 
**p < .01; ***p < .001
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Underlying psychological representation of the verbs

The interaction between comprehension scores and the shared event factor suggests that successful 
comprehension of a story is related to the event-based structuring of situation models. Thus, to further 
characterize the theoretical semantic space of readers who comprehended the stories, we carried out 
a multidimensional scaling (MDS) analysis, which is commonly used to spatially represent the 
interrelations among a set of items using a similarity matrix. MDS is set of statistical techniques 
that takes a matrix containing item-to-item similarity judgments as input (such as data shown in 
Figure 2). It then uses data-reduction procedures to minimize the complexity of the similarity matrix, 
enabling one to plot a visual representation of the underlying relationships that govern the similarity 
judgments. In our analysis, we used the mean Euclidean distance between each verb as input to the 
MDS to further reveal the underlying psychological representation of the verbs. Each resulting 
dimension is empirically determined by the MDS analysis and is assumed to correspond to 
a dimension of the psychological space used to represent the verbs in memory. Before running this 
analysis, we removed individuals who scored less than 50% on the comprehension questions. This 
resulted in the removal of 102 combinations of participant and story (35.29% of total observations). 
We then recalculated the mean distance between pairs of verbs for each story and submitted the mean 
distances to a classical metric MDS analysis using the cmdscale() function in the stats library in R.

We used a scree plot to determine the appropriate number of dimensions because we did not have 
a priori assumptions about the number of dimensions. To assess the goodness of fit of the models, we 
calculated the correlation between the raw mean distances and the new MDS distances for each story. 
We found that a three-dimensional solution yielded a good fit to the data (Beanie Baby Craze r = .72; 
A Farmer’s Rebellion r = .75; New York in the Future r = .71; Spy Identification Equipment r = .77). Each 
of the words plotted in the three-dimensional space, color coded by the events, is shown in Figure 4. 
Animated GIFs of the MDS analysis results can be viewed at https://osf.io/h6g75/?view_only= 
b9c047f270954071ad85f5aaa1417012. Consistent with the Event Horizon Model, we hypothesized 

Figure 3. Least-square Euclidean distance between pairs of words as a function of comprehension accuracy and event similarity. Error 
ribbons correspond to ±1 SE around the estimated least-square means. We computed least-square means by setting the clause 
distance, the LSA difference, and the Levenshtein difference to their mean. We set all of the situational predictors to 0.

DISCOURSE PROCESSES 13

https://osf.io/h6g75/?view_only=b9c047f270954071ad85f5aaa1417012
https://osf.io/h6g75/?view_only=b9c047f270954071ad85f5aaa1417012


that verbs from the same event would be closer together in this multidimensional space. Thus, the data 
driven MDS analysis should separate verbs based on their event membership. This expectation appears 
to hold true for many of the events shown in Figure 4.

To assess whether these empirically derived representations of the psychological space reflect event- 
based structuring, we recomputed the Euclidean distance between each of the verbs using the three- 
dimensional location of each verb in the multidimensional space and refit the linear mixed-effects 
model using the event, situational, and low-level similarity as fixed effects. We treated the story 
intercept as a random effect. As shown in the Table 3, participants placed verbs closer together when 
they were more orthographically (Levenshtein Distance) and semantically similar (LSA similarity), 
when they came from nearby clauses, and when they shared a goal. Critically, consistent with the Event 
Horizon Model, we found that participants placed verbs closer together when they shared the same 
event than when they did not, controlling for all low-level and situational-level similarity variables. 
This further demonstrates that events organize long-term memory for story information.

Figure 4. Results of the MDS analysis were used to plot the verbs according to their similarity matrix in a three-dimensional space, 
c o l o r  c o d e d  b y  e v e n t .  D o w n l o a d a b l e  a n i m a t e d  g i f s  a r e  a v a i l a b l e  a t  h t t p s : / / o s f . i o / h 6 g 7 5 / ? v i e w _ o n l y =  
b9c047f270954071ad85f5aaa1417012.
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Discussion

When asked to recall details of a story, readers will often recall details as discrete episodes. One could 
argue that readers recall details in this way simply because they follow the maxims of conversation in 
a pursuit to communicate effectively (e.g., the maxim of manner; Grice, 1975). Our results suggest that 
the organization of individuals’ reports have implicit structure that is systematic across people. Thus, 
event-organized recall is not an epiphenomenon or solely a maxim of communication. Describing 
what we comprehend in this way may reflect how events are structured as we comprehend stories.

In the current study, participants read stories taken from prior research (Fisher & Radvansky, 2018; 
Radvansky et al., 2001; Therriault et al., 2006) and then completed a novel verb arrangement task. We 
found evidence that the participants relied on at least four sources of information when performing 
their verb relatedness judgments. Participants placed verbs, according to their understanding of the 
story, closer together when (1) the verbs were orthographically and semantically similar, (2) the verbs 
were close together in the text, (3) the verbs shared a situational index, and, most importantly, (4) 
when the verbs belonged to the same events. This was true even after statistically controlling for, 
orthographic distance, semantic similarity, text-based distance, and situational overlap. Further, those 
who performed well on tests of their comprehension showed more event-based clustering. Together, 
these results suggest that event segmentation during online comprehension uniquely contributes to 
the organization of episodic memory for story information and contributes to how memories for 
actions are associated in memory.

This study was not designed to pit the Event Indexing Model and the Event Horizon Model against 
one another; however, we can interpret the results from those who performed well on the comprehen
sion questions using both as frameworks. For instance, the organization of memory according to event 
structure is likely the result of segmenting that structure into events when readers comprehend the 
story (Davis & Campbell, 2022; DuBrow & Davachi, 2016; Ezzyat & Davachi, 2011; Kurby & Zacks,  
2022). According to the Event Horizon Model (Radvansky, 2012; Radvansky & Zacks, 2014), readers 
actively maintain a mental model describing the current situation when reading, and they update the 
situation model whenever they perceive boundaries between events. Our results suggest that the same 
situation models that are constructed and maintained during online comprehension are stored in 
long-term memory as independent cohesive episodes when readers update their situation models at 
event boundaries. As proposed by the Event Horizon Model, the storage of situation models as 
independent episodic units may serve an adaptive function. Namely, the segmentation of events in 
memory may reduce the amount of information that competes for retrieval of any single piece of 
information (Pettijohn et al., 2016; Radvansky, 2012; Radvansky & Zacks, 2014).

It is important for us to note that we assume that event segmentation during reading (an online 
process) affects how memories are structured (an offline process). There was much debate early in the 
study of discourse comprehension on the merit of making inferences on how online processes relate to 

Table 3. Results of linear mixed-effects model predicting the recomputed distance between verbs 
after the MDS analysis.

Predictor Estimate SE t value p

Intercept 175.10 12.42 14.10 <.001***
Levenshtein Distance 4.60 1.39 3.30 <.001***
LSA similarity −108.37 20.44 −5.30 <.001***
Clause distance 0.52 0.16 3.21 .001**
Shared sentence 5.92 22.61 0.26 .79
Shared space 14.10 7.97 1.77 .08
Shared time −5.34 10.75 −0.50 .62
Shared entity 15.00 14.87 1.01 .31
Shared cause 17.34 12.74 1.36 .17
Shared goal −23.48 8.00 −2.93 .003**
Shared event −25.74 9.79 −2.63 .009**

Categorical predictors were dummy coded and continuous predictors were centered at their means 
prior to entry into the analyses. *p < .05; **p < .01; ***p < .001.
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offline processes (McKoon & Ratcliff, 1986; Potts et al., 1988). However, there are also reasons, in the 
context of the method used here, to make this assumption (Magliano & Graesser, 1991). Both the 
Event Horizon Model and the Event Indexing Model propose that long-term memories are structured 
by how situation models are updated while reading. Our results provide converging support for this 
claim. Namely, event segmentation behavior from one sample of participants was able to account for 
how an independent sample, who successfully comprehended the stories, arranged the verbs.

Our results also raise an interesting question: What information did participants who failed to 
comprehend the stories use when performing the verb arrangement task? Our results do not provide 
a definitive answer. One possibility is that participants fall back to using simpler characteristics, such 
as orthographic and semantic similarity, to sort the verbs when they fail to comprehend the stories. An 
alternative possibility is that the poor comprehenders were inattentive when performing the experi
ment. Future research could evaluate these possibilities.

We also found that participants placed verbs that shared the same goal closer together than verbs 
that did not belong to the same goal structure, consistent with hypotheses generated from the Event 
Indexing Model. These results are compatible with a large body of research showing that readers 
actively track the intentions and goal plans of characters (Graesser & Clark, 1985; Long et al., 1992; 
Lutz & Radvansky, 1997; Trabasso & Nickels, 1992; Trabasso & Suh, 1993; Zwaan, Magliano et al.,  
1995), and that goal hierarchies help organize long-term memory for goal-related actions (Brewer & 
Dupree, 1983; Lichtenstein & Brewer, 1980; Zwaan & Brown, 1996; Zwaan, Langston et al., 1995). Our 
results extend prior work by showing that goal plans organize memory; however, our results also show 
that events do too. The Event Horizon Model (Radvansky, 2012; Radvansky & Zacks, 2014) also argues 
that separate situation models are connected in memory through their causal similarities in the story. 
Readers can access other situation models in memory via their causal connections to other situation 
models formed of the story. Although causality and goals are different, they are highly related in that 
they both indicate how and why story characters engage in actions, feel the way they do, and so forth 
(Trabasso & Wiley, 2005).

Except for changes in goals, we did not find that all the situational dimensions reliably contributed 
to explaining variance in verb relatedness judgments in the direction we hypothesized, based on the 
Event Indexing Model. For instance, we found that shared causality did not predict verb arrangements 
in any of our analyses and that shared time and entity predicted verb arrangements in the reverse 
direction (i.e., regression coefficients were positive rather than negative for those factors). Some work 
has failed to find effects of causality on situation model construction, in the context of when 
participants are asked to think-aloud as they read (Kurby & Zacks, 2012). However, breaks in causality 
reliably predict reading times (McNerney et al., 2011; Radvansky et al., 2014; Singer et al., 1992; Zwaan, 
Langston et al., 1995, 1998) even in the texts we used here (Radvansky et al., 2001), so it is unclear why 
causality did not affect the distance between pairs of verbs. It is also unclear why individuals placed 
verbs farther apart if they shared a common time frame or an entity. Further, we found that the spatial 
location only marginally impacted verb placement. Some work has shown that readers may not track 
space (Zwaan et al., 1998) or only do so the second time they read a story (Zwaan, Langston et al.,  
1995). Radvansky and Copeland (2010) found that observers rapidly update on the spatial dimension. 
Different effects of situational dimensions between our study and prior work are likely due to 
differences in experimental design. For instance, the verbal arrangement procedure may have changed 
how these situational dimensions were processed. The present study was not designed to assess this 
possibility, because our primary research question was on the role that event segmentation plays in 
organizing long-term memory. Therefore, more work will need to be conducted to understand the 
reversed spatial, time, and entity effects.

Last, we found that readers organized the verbs according to their orthographic and semantic 
similarity and by the distance of the verbs in the story. These results conceptually replicate Zwaan, 
Langston et al. (1995), who also found that participants sort verbs using the lexicon and text-based 
features. It is unclear whether the sorting of verbs using orthographic and semantic features likely 
reflected how people comprehended the stories, or how they engaged in the verb arrangement task, or 
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both. Studies of semantic memory have demonstrated that the lexicon is partially organized by 
orthographic and semantic similarity (Landauer & Dumais, 1997; Spieler & Balota, 2000). Without 
further investigation, it is likely that the structure of the lexicon had an influential effect on the verb 
arrangement behavior observed here. Our observed effects of verb proximity in the text base on verb 
arrangement is consistent with the established interpretation that readers construct a text-based 
representation during reading (Kintsch, 1998), and our obtained results were thusly expected.

In conclusion, this study demonstrated that readers comprehend stories by constructing a situation 
model of the events represented in the text. Using a novel verb-arrangement procedure, our results 
suggest that situation models are updated and stored in episodic memory as cohesive, independent 
units when readers perceive a boundary between two events and that event segmentation uniquely 
contributes to the organization of long-term memory for story information.

Notes

1. Radvansky and Zacks (2014) use the term event model to capture the online representation for what is happening 
now. According to Radvansky and Zacks (2014), situation models are a subtype of event model that captures 
representations tied to discourse. We use the term situation model throughout the article but acknowledge that 
the claims we make can be applied to the more abstract concept of event models.

2. For instance, making isolated similarity judgments of 24 verbs would require (24 choose 2) 276 trials.
3. We also ran a power analysis using data from eight participants that served as pilot participants after we collected 

data from 209 participants. Data from these eight pilot participants were not included in the final data set. We ran 
the power analysis using the mixedpower library in Kumle et al. (2021). Estimating power in (generalized) linear 
mixed models: an open introduction and tutorial in R. Behavior Research Methods, 1–16. We were unaware how 
to use the approach prior to data collection. This approach estimates power from a simulation. The power 
analysis begins by first fitting a statistical model to the data. Power is calculated by repeating three steps. First, 
new values for the response variable are simulated using the pilot data. Second, the model refits to the simulated 
responses. We repeated the second step for 1,000 simulations. Third, a statistical test is applied to the simulated 
data with an alpha set equal to .05. We calculated power as the proportion of significant tests relative to the 
number of simulations (n = 1,000). We repeated each of these three steps for sample sizes from 20 to 200 
participants, incrementing by 20 participants for each simulation. We found that a total sample size of 180 would 
be needed to observe a difference between verbs that do and do not share an event at a power of .90. Therefore, we 
should be adequately powered to detect a difference between verbs that share and do not share an event.
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