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Abstract
Knowledge benefits episodic memory, particularly when provided before encoding (Anderson & Pichert in Journal of Verbal
Learning and Verbal Behavior, 17(1), 1–12, 1978; Bransford & Johnson in Journal of Verbal Learning and Verbal Behavior,
11(6), 717–726, 1972). These benefits can occur through several encoding mechanisms, one of which may be event segmenta-
tion. Event segmentation is one’s ability to parse information into meaningful units as an activity unfolds. The current experiment
evaluated whether two top-down manipulations—providing context or perspective taking—influence the segmentation and
memory of text. For the ambiguous texts in Experiment 1, half the participants received context in the form of a title, whereas
the other half received no context. For the text in Experiment 2, half the participants read from the perspective of a burglar and the
other half read from the perspective of a home buyer. In both experiments, participants read the passages, recalled the informa-
tion, and then segmented the passages into meaningful units. Consistent with previous findings, participants who received
context recalled more information compared with those who received no context, and participants in one perspective were more
likely to recall information relevant to their perspective. Most importantly, we found that context and perspective facilitated more
normative segmentation; however, the differences were small and suggest that effects of top-down processing on the segmen-
tation of text may be modest at best. Thus, event segmentation processes that operate during text comprehension are influenced
by semantic knowledge but may be more heavily driven by other factors (e.g., perceptual cues).
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Decades of research have shown that prior knowledge supports
memory (e.g., Anderson & Pichert, 1978; Miller, 2003;
Soederberg-Miller, Cohen, & Wingfield, 2006), particularly
when it can be used during encoding (e.g., Bransford &
Johnson, 1972). However, the conditions under which knowl-
edge facilitates moment-to-moment processing during encoding
are less well known. Thus, the current study investigated the
influence of knowledge on one specific encoding
mechanism—event segmentation—which is one’s ability to
parse information into meaningful units as an activity unfolds.
Specifically, we evaluated the extent to which different knowl-
edge manipulations (context and perspective taking) influence

the segmentation and memory of texts. We chose texts because
the influence of prior knowledge on text comprehension and
memory has been well established (e.g., Anderson & Pichert,
1978; Bransford & Johnson, 1972; Hasher & Griffin, 1978),
and the saliency of perceptual cues present in video that typically
drive event segmentation (e.g., motion & light; see Cutting,
Brunick, & Candan, 2012) must be inferred from text.
Furthermore, little prior work has evaluated the influence of
knowledge on the segmentation of texts. To begin, we discuss
how knowledge shapes memory, and then how it may do so
through event segmentation. We then discuss factors that influ-
ence segmentation, whether effects of knowledge on segmenta-
tion may be similar for video and text, and end with an overview
of the approach and predictions for the current study.

How does knowledge shape memory?

A wealth of research has demonstrated the influence of top-
down processing, particularly the role of prior knowledge, on
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memory (e.g., Anderson & Pichert, 1978; Bower, Black, &
Turner, 1979; Bransford & Johnson, 1972; Brewer &
Treyens, 1981; Dooling & Lachman, 1971; Gardner &
Schumacher, 1977; Miller, 2003). For example, Bransford
and Johnson (1972) used Bartlett’s (1932) concept of schema
to evaluate memory for ambiguous passages. Participants were
asked to read and recall ambiguous passages; however, one
group was given context in the form of a title, and the other
group was not. Recall was better for those who had been given
context, especially when the context was provided prior to
reading the passages (i.e., at encoding). Such effects indicate
that context activates relevant knowledge or schemata and al-
lows readers to encode the information from the passages in a
more meaningful way (Auble & Franks, 1978; Bransford &
Johnson, 1972; Soederberg-Miller et al., 2006).

Similarly, Anderson and Pichert (1978) evaluated the effects
of prior knowledge on text comprehension. They instructed
participants to read and recall a story from different perspectives
(burglar vs. home buyer) and found that perspective-relevant
information was better remembered than perspective irrelevant
information, suggesting that knowledge shapes memory. This
effect has been replicated using other perspectivemanipulations
(e.g., Hasher & Griffin, 1978) and other dependent measures
(eye tracking: Kaakinen, Hyönä, & Keenan, 2002, Kaakinen,
Hyönä, & Keenan, 2003; fMRI: Lahnakoski et al., 2014).
However, little explanation has been offered as to the precise
encoding mechanism affected by prior knowledge. We know
knowledge shapes memory, but how? Work from the expertise
literature suggests that experts’ superior memory in their field is
due to better chunking of the to-be-remembered information
(e.g., Ericsson, Delaney, Weaver, & Mahadevan, 2004;
Thompson, Cowan, & Frieman, 1993); therefore, readers may
use prior knowledge to more effectively chunk information.

Could knowledge influence memory
through event segmentation?

Two theories of event cognition, event segmentation theory
(EST; Zacks, Speer, Swallow, Braver, & Reynolds, 2007) and
the event horizon model (Radvansky, 2012), describe how in-
formation is chunked, or segmented, in time and also specify a
role for prior knowledge in this process. According to these
theories, people construct representations, or event models, of
real-world or described events (Radvansky, 2012; for mental
models, see also Johnson-Laird, 1983; Van Dijk & Kintsch,
1983; Zwaan & Radvansky, 1998), to effectively perceive and
remember information. According to EST, as people observe
activity from a real-world experience or in a video, or read
about it in a text, information pertaining to the current event is
captured and maintained within an event model in working
memory (Radvansky & Zacks, 2014). Information represented
in the event model may be influenced by both salient perceptual

features from the environment (e.g., motion, body position;
Zacks, 2004) and conceptual factors such as episodic memory
and semantic knowledge (e.g., knowledge structures–schemas:
Bartlett, 1932; scripts: Schank &Abelson, 1977) relevant to the
current situation. Thus, EST provides an explicit role for knowl-
edge in the encoding of events (Kurby & Zacks, 2008;
Radvansky & Zacks, 2017; Zacks et al., 2007).

When one part of an activity ends and a new part begins, EST
proposes that workingmemory is updated to reflect the changing
situation (Zacks et al., 2007; Zacks, Kurby, Eisenberg, &
Haroutunian, 2011). The points in time when the event model
is updated are called event boundaries, and research suggests
they are important for event memory (Boltz, 1992; Radvansky,
2012; Radvansky & Zacks, 2017; Schwan & Garsoffky, 2004).
Individuals tend to agree on the location of event boundaries
(e.g., Sargent et al., 2013), and the extent to which they segment
at normative locations (in agreement with the majority; i.e., seg-
mentation agreement), the better memory their memory is for
those events (Bailey et al., 2013; Flores, Bailey, Eisenberg, &
Zacks, 2017; Sargent et al., 2013; Zacks, Speer, Vettel, & Jacoby,
2006).

Importantly, the event horizon model expands upon EST
by providing a framework for understanding how episodic
memory is influenced by segmentation (Radvansky &
Zacks, 2017). According to this model, memory benefits
when retrieval is Bnoncompetitive,^ and the to-be-
remembered information is stored in multiple events
(Radvansky, 2012, p. 271). The event horizon model claims
this relationship is due to the important effect that event
boundaries have on memory: They reduce retroactive interfer-
ence by separating information into different event models,
which leads to better overall memory for the activity
(Radvansky & Zacks, 2017). However, there are also times
when memory may be impaired. If the goal is to remember a
single event and this event has occurred multiple times, re-
trieval may be hindered by interference (e.g., Radvansky &
Copeland, 2006). In the current study, we evaluated memory
for the entire event; thus, we expected the event boundaries
from segmentation of the texts to enhance memory.

What factors influence event segmentation?

The majority of work on event segmentation has found that
perceived event structure is primarily associated with percep-
tual features (Zacks et al., 2007; Zacks, Speer, & Reynolds,
2009). For example, event boundaries often align with a greater
number of feature changes such as changes in actor body po-
sition (Newtson, Engquist, & Bois, 1977), changes in spatial
location (Magliano, Miller, & Zwaan, 2001), and body move-
ments (Zacks, Kumar, Abrams, & Mehta, 2009). Additionally,
neuroimaging studies have found increased brain activity in
regions associated with motion processing (e.g., extrastriate
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motion complex) at perceived event boundaries (Speer,
Swallow, & Zacks, 2003; Zacks, Braver, et al., 2001).

Despite these results, other research has provided some ev-
idence in support of the influence of top-down processing on
segmentation. For instance, segmentation is affected by expec-
tation (Massad, Hubbard, & Newtson, 1979), the perceived
goal structure of an activity (Zacks, Tversky, & Iyer, 2001),
and familiarity (McGatlin, Newberry, & Bailey, 2019).
Specifically, when goals are unknown, or the activity appears
random, viewers tend to segment more often (Hard, Tversky, &
Lang, 2006; Wilder, 1978) and rely more on movement fea-
tures to identify event boundary locations (Zacks, 2004), as
compared with when they view goal-directed activity. In fact,
the goal structure of an activity is important even in infants
(Baldwin, Baird, Saylor, & Clark, 2001). These findings illus-
trate how bottom-up and top-down processing interact to influ-
ence event segmentation, such that conceptual features, like
knowledge of goal structure, may modulate how perceptual
features are encoded, albeit the effect appears to be small.

More recently, researchers have evaluated effects of knowl-
edge on segmentation behavior, specifically using an expert–
novice paradigm. Bläsing (2015) investigated the extent to
which familiarity of observed movement influences segmen-
tation of a dance phrase. Similar to the observation that people
segmented familiar activity less often (Hard et al., 2006;
Wilder, 1978; Zacks, 2004), Bläsing found that experts seg-
mented less often, and thus perceived fewer events. Moreover,
amateur dancers perceived fewer events in the dance phrase
less after they were familiarized with it. Likewise, Levine,
Hirsh-Pasek, Pace, and Michnick Golinkoff (2017) asked ex-
perts and novices to segment an Olympic figure-skating rou-
tine and found that experts perceived fewer, longer events.

Though these studies provide initial evidence that knowl-
edge influences how an event is perceived, these effects have
been restricted to videos. Further, the combined influence of
knowledge and segmentation on memory remains unknown.
Could knowledge shape memory for texts by influencing seg-
mentation behavior? To more directly evaluate these issues,
the current study manipulates knowledge in the forms of con-
text and perspective taking, using multiple texts, and includes
event segmentation and memory as dependent measures.

Is segmentation of videos and texts similar?

Although ESToriginally was proposed to explain visual percep-
tion, several experiments have evaluated the segmentation of text
materials (Bailey, Kurby, Sargent, & Zacks, 2017; Bailey &
Zacks, 2015; Kurby & Zacks, 2012; Pettijohn, Thompson,
Tamplin, Krawietz, & Radvansky, 2016; Speer, Reynolds,
Swallow, & Zacks, 2009; Speer & Zacks, 2005; Swets &
Kurby, 2016). However, it is unknown whether similar event
segmentation processes occur while reading text or whether con-
ceptual factors, such as knowledge, have a similar influence on

the segmentation of texts and visual events. Readers may rely
more strongly on knowledge to guide comprehensionwhile read-
ing text, compared with watching videos, due to the lack of
perceptual cues that would normally capture attention in video
(e.g., changes in motion, light, color).

Additionally, prior knowledge may differentially influence
the segmentation of different types of text (Kaakinen &
Hyönä, 2008). Stories reveal their context as they unfold,
which allows readers to focus less on detail and more on the
gist, mapping information onto existing schemas and make
inferences based on world knowledge. Other types of ambig-
uous or more procedural text may be less familiar due to a lack
of causal conjunctions (Graesser, McNamara, & Louwerse,
2003) and may therefore require more of a reliance on general
knowledge. If, for example, one was tasked with reading an
ambiguous text with no context, it might be difficult to con-
struct an event model to aid comprehension of the text. Thus,
impoverished event models of text could lead to idiosyncra-
sies in how readers segment and understand text.

However, it is also possible that knowledge may not influ-
ence the segmentation of such texts. Although these texts do not
contain the same perceptual cues as videos, readers may rely on
aspects of the structure of the text (e.g., grammar, syntax) to
segment (Hearst, 1994; Lorch, 1989). For example, research in
discourse processing and computational linguistics has shown
that texts can be broken into segments that reflect their subtopic
structure using algorithms based on lexical cohesion, such as
word overlap and co-occurrence (e.g., Hajime, Takeo, &
Manabu, 1998; Hearst, 1997; Manabu & Takeo, 1994), as well
as using syntactic boundaries (clauses, sentence endings; Stine,
Cheung, & Henderson, 1995) and punctuation (Chafe, 1988).

Segmentation–memory relationship in text

Previous work has observed a relationship between segmen-
tation and recall for dynamic events, such that normative seg-
mentation is associated with better memory (e.g., Bailey et al.,
2013; Kurby & Zacks, 2011; Sargent et al., 2013; Zacks et al.,
2006). The event horizon model claims that event boundaries
help separate information into different event models, which
reduces retroactive interference and improves recall (e.g.,
Pettijohn & Radvansky, 2016; Pettijohn et al., 2016). Thus,
it is possible that the memory facilitation reported in
Bransford and Johnson (1972) and Anderson and Pichert
(1978) was due, at least in part, to differences in segmentation.

Overview

To that end, the purpose of the current study was to investigate
whether knowledge shapes memory for texts through changes
in segmentation.We used the materials andmethodology from
two previous studies, which afforded straightforward manip-
ulations of prior knowledge, with the same set of participants.
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First, we used Bransford and Johnson’s (1972) use of titles as
context for ambiguous passages in Experiment 1, and
Anderson and Pichert’s (1978) use of perspectives in
Experiment 2. Both context and perspectives should activate
relevant schema, help construct the event model, and result in
better segmentation and better memory. Thus, we hypothe-
sized that readers in Experiment 1 who received context
(i.e., knowledge) would recall more than those who received
no context, replicating Bransford and Johnson (1972), and
readers in Experiment 2 would recall more perspective-
relevant information, replicating Anderson and Pichert
(1978). Further, we hypothesized readers with context and
those with the same perspective would have higher segmen-
tation agreement as a result of activating similar knowledge.
Finally, we hypothesized that higher segmentation agreement
would be associated with better recall for events from the text.

Experiment 1: Context

The purpose of Experiment 1 was to evaluate the influence of
knowledge on the perception and memory for ambiguous
texts. Specifically, we adopted the methodology from
Bransford and Johnson (1972), such that knowledge, or con-
text, was manipulated in the form of an informative title (title
vs. no title) for each story. Without a title, each story is very
vague and easily misunderstood.

Method

Participants A total of 116 participants (51.72% female, Mage

= 19.75 years, SD = 2.70) were recruited from the Kansas
State University Psychology Department’s SONA
Participant Pool. Sample sizes were based on power analyses
conducted using G*Power, with an alpha level of .05, 95%
power, and an effect size of 1.3 (based on effect size from
Bransford & Johnson, 1972, Experiment 2). Participants were
compensated with course credit, as per department policy.

Materials The texts and tasks used in this experiment are de-
scribed in detail below.

Ambiguous passages. The texts used in this experiment
were passages written about familiar activities using an
ambiguous style, such that a title should be necessary to
understand the text. Two passages (BWashing Clothes^ and
BFlying a Kite^) were used in Bransford and Johnson
(1972), and one passage (BDriving a Car^) was used in
Miller and Stine-Morrow (1998; see Appendix). Passages
varied in length from 111 to 180 words and 15 to 21 idea
units.
Distractor tasks. Two-minute distractor tasks were used
to reduce recency effects in text recall. The Title

Recognition Test (Cunningham & Stanovich, 1990) and
a demographics questionnaire were used as filler tasks.
The Title Recognition Test presented book titles to the
participant one at a time. The participant indicated wheth-
er or not the title was a real book.

Design and procedure Context was treated as a between-
subjects variable such that participants were randomly
assigned to either the title (N = 58) or no-title (N = 58) group.
Ambiguous text was treated as within subjects, such that all
participants read each text (Story 1 vs. Story 2 vs. Story 3).
Those in the title group received a title as context for the
ambiguous stories, whereas those in the no-title group re-
ceived no title. Story order was not counterbalanced; however,
story was included as a random effect in the analyses, where
appropriate, to account for variance across the stories.

The participants entered the lab in small groups of three or
four. They filled out an informed consent form, and then each sat
down at his or her own computer. Participants were presented
with an ambiguous story on-screen, with or without a title. Story
1 (BWashing Clothes^) always appeared first, followed by Story
2 (BFlying a Kite^), and, finally, Story 3 (BDriving a Car^). Each
story was presented in its entirety, and participants self-paced
their reading of each story. Once they had finished reading a
story, they performed a 2-minute distractor task. After complet-
ing the distractor task, the computer screen automatically moved
on to the free-recall screen. Participants were presented with a
blank text box and asked to recall as much information about the
story as possible. Once recall for a story was completed, partic-
ipants moved on to the next story in the sequence. This process
was repeated for each of the stories.

After recalling information from the final story, participants
were asked to segment each story. Within each story,
checkboxes were placed at the end of each sentence, and partic-
ipants were instructed to mark each location in which, in their
opinion, one part of an activity ended and another began. We
constrained segmentation locations to sentence breaks only,
based on previous research on the segmentation of text materials
(Bailey et al., 2017). Bailey et al. (2017) found that participants
only identify event boundaries in the middle of a sentence ap-
proximately 3% of the time, and most often this occurred at a
semicolon. A check mark indicated the participant perceived an
event boundary. Story order for the segmentation task was the
same as above. There was no time limit for the event segmen-
tation portion of the experiment. Once the participants finished
segmenting the final story, they continued on to Experiment 2.

Results

Data preparation Prior to the main analyses, two outliers in the
recall data (2.5 standard deviations away from the mean) were
identified and removed from all recall analyses. Additionally,
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two participants failed to identify any event boundaries, and
they were removed from all segmentation analyses.

Influence of context on recall Adopting Bransford and
Johnson’s (1972) method, free recall was scored as number of
idea units correctly recalled. The total number of idea units for
each story was predetermined (Washing Clothes = 21; Flying a
Kite = 15; Driving a Car = 20). Two research assistants scored
the recall data (interrater reliability ranged from .94 to .97 across
stories), giving participants a 1 if they recalled an idea unit
correctly and a 0 if they did not. Performance was scored as
the number of correctly remembered idea units for each story.

A generalized Poisson multilevel model was used to deter-
mine the fixed effect of context (title vs. no title) on free-recall
performance, from the random effects of subject and story. The
results were consistent with the first hypothesis, such that the
title group recalled a significantly higher number of idea units
(M= 5.20, SE= .25, 95%CI [4.71, 5.69]) comparedwith the no-
title group (M = 4.10, SE = .25, 95%CI [3.60, 4.61]), z = 2.02, p
= .043, d = 0.36. This result replicated Bransford and Johnson
(1972), indicating that context provided at encoding facilitates
better recall.

Influence of context on segmentation In the next section, we
evaluated whether context influences the number of perceived
boundaries in an ambiguous text, as well as segmentation
agreement. Segmentation was restricted to sentence breaks,
following Bailey et al. (2017). As such, the maximum number
of segments that could be identified varied by story (Washing
Clothes = 15; Flying a Kite = 14; Driving a Car = 9).

Number of event boundaries.Given that previous evidence
indicates that familiarity and expertise lead to fewer perceived
event boundaries (e.g., Bläsing, 2015; Hard et al., 2006;Wilder,
1978; Zacks, 2004), we expected the title group to segment less
often than the no-title group. We conducted a generalized
Poisson regression on the number of perceived boundaries,
which included context as a fixed effect and subject and story
as random effects. We found that the title (M = 5.39, SE = 0.20,
95% CI [5.00, 5.78]) and no-title groups (M = 5.46, SE = 0.21,
95% CI [5.05, 5.88]) segmented equally often (p > .250; see
Fig. 1a), which did not replicate previous findings and may
have been due to the limited number of opportunities at which
to segment or limited influence of knowledge on segmentation.

Segmentation agreement. Segmentation agreement scores
were computed for each participant by computing a point-
biserial correlation for each participant, for each story, using
the title group for comparison and then scaling the correlations
to control for individual differences in the number of event
boundaries identified. Agreement scores could range from 0 to
1, with higher values indicating more agreement with the
group (for similar methods, see Bailey et al., 2013; Kurby &
Zacks, 2011). We hypothesized that the title group would
exhibit higher segmentation agreement.

Mean segmentation agreement for each group is plotted in
Fig. 1b. A linear multilevel model was used to determine the
fixed effect of context on segmentation agreement, from the
random effects of subject and story. We found a significant
effect of context, such that segmentation agreement was
higher for the title group (M = 0.80, SE = .01, 95% CI [0.77,
0.82]) compared with the no-title group (M = 0.75, SE = .01,
95% CI [0.72, 0.77]), t = 2.71, p < .05, d = 0.33. Our agree-
ment values were fairly high, compared with previous studies,
which was likely due to the limited number of opportunities at
which to segment, but the group difference in segmentation
agreement was of moderate size (Cohen, 1992). This result
partially supported our hypothesis, indicating that context fa-
cilitated more normative segmentation of ambiguous texts.

Readers who received a title had higher agreement on the
locations of event boundaries compared with readers who do
not receive a title. What drove their perception of boundaries?
To address this question, all of the texts were coded for causal
breaks and character–object interactions. (Other situational
dimensions, such as characters, locations, and time, were not
coded because the texts did not contain changes along these
dimensions.) Surprisingly, both groups were equally likely to
segment at causal breaks (p = .816), and at character–object
interactions (p = .866). In another analysis, we used latent
semantic analysis (LSA) to evaluate whether the degree of
sentence cohesion predicted segmentation at each sentence
(Landauer, Foltz, & Laham, 1998). We calculated the LSA
values between each pair of adjoining sentences and expected
that sentences with lower LSA scores (i.e., low sentence co-
hesion) would indicate a break in the activity and thus corre-
spond to an increased likelihood of segmentation. We also
expected that, without context, participants in the no-title
group would be more likely to use cohesion as a cue for
segmentation. However, LSA predicted likelihood of segmen-
tation only for the Washing Clothes story (p < .001), and this
effect was the same for both groups (p = .19).

Interestingly, even though there was a reliable group differ-
ence in overall segmentation agreement, the probability of
segmenting at each sentence was remarkably similar for both
groups (see Fig. 2). To further investigate group differences in
segmentation at the sentence level, we ran a generalized linear
multilevel model with the fixed effects of context, sentence, and
their interaction, along with the random effect of subject,
predicting segmentation. Group differences in segmentation
likelihood occurred only at a few sentences, such as BCar^
Sentence 6 as well as BWashing Clothes^ Sentences 9 and 12.
However, after correcting for multiple comparisons (Car α =
.006; Kite and Washing Clothes α = .004), none of these differ-
ences were significant.

Does segmentation agreement predict recall? Previous re-
search has found a positive relationship between segmentation
agreement and memory using videos (Bailey et al., 2013;
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Sargent et al., 2013).We evaluated this relationship using text,
and evaluated whether it was stronger for the title group. A
generalized Poisson multilevel model was used to determine
the full factorial of the fixed effects of segmentation agree-
ment and context on free-recall performance, from the random
effects of subject and story. Neither segmentation agreement
(z = 1.26, p = .210), context (z = 0.91, p > .250), nor their
interaction (z = −0.24, p > .250) significantly predicted free
recall (see Fig. 3).

Discussion

The results of Experiment 1 replicated the effect of context on
memory (Bransford & Johnson, 1972) and provided initial

evidence that context facilitates normative segmentation;
however, it was a moderate effect. Readers who were given
context for the ambiguous texts had higher segmentation
agreement than readers who were given no context, but the
two groups identified a similar number of event boundaries,
unlike previous work (Bläsing, 2015; Hard et al., 2006;
Wilder, 1978; Zacks, 2004). Further, unlike previous work,
segmentation agreement did not predict memory for these
texts.

There are a few possible explanations for these unexpected
results. First, results obtained in prior work may be due to
events presented in a visual format (i.e., videos and dance
phrases). Second, although we expected people without rele-
vant knowledge to segment less often, some prior evidence

Fig. 2 Proportion of participants from the title and no-title groups who segmented at each sentence in each story. Error bars indicate standard error of the
mean. BCar^ = Driving a Car story; BKite^ = Flying a Kite story; BWC^ = Washing Clothes story

Fig. 1 Mean number of boundaries identified (a) and mean segmentation agreement by context group (b). Error bars indicate standard error of the mean

1178 Mem Cogn (2019) 47:1173–1187



has shown that they segment less often when they are con-
fused by the stimuli (e.g., watching a film backwards; Hard
et al., 2006). Thus, in the current study, the ambiguity of the
texts may have led to confusion and difficulty in identifying
boundaries. Third, the event horizon model posits that mem-
ory is benefitted when information is segmented into separate
event models; therefore, we expected segmentation to predict
memory. However, the ambiguity and the odd, repetitive
structure of the texts (even with a title provided) may have
prevented readers from effectively segmenting. Finally, and
relatedly, each of these texts were fairly short (9–15
sentences), constraining the number of potential perceived
events. Using a different knowledge manipulation,
Experiment 2 addresses the last three possibilities by using a
longer, less ambiguous text and giving everyone the opportu-
nity to activate relevant, prior knowledge.

Experiment 2: Perspective

Goals and instructions are other mechanisms by which knowl-
edge can be experimentally manipulated. Goals, for instance,
provide individuals with a framework prior to engaging in
some task, which can then influence how they perform that
task (Anderson & Pichert, 1978; Hasher & Griffin, 1978;
Schank & Abelson, 1977, 2013). McCrudden and Schraw’s
(2007) goal-focusing model proposes a way in which reader

goals influence text processing. This model proposes that
readers adopt specific goals in response to various instructions
(e.g., read text for enjoyment vs. read text to prepare for an
upcoming test). These strategies, in turn, lead readers to pay
attention to parts of the text that are most relevant to their
goals. The instructions given to readers can influence reading
times (Lorch, Lorch, & Mogan, 1987), eye movements
(Kaakinen & Hyona, 2005; Kaakinen & Hyönä, 2008;
Kaakinen et al., 2002, 2003), as well as comprehension and
memory for the text (Bohn-Gettler &Kendeou, 2014; Lehman
& Schraw, 2002; Linderholm & van den Broek, 2002;
Narvaez, Van Den Broek, & Ruiz, 1999; Pichert &
Anderson, 1977).

Further, Bailey et al. (2017) found that reader goals influ-
ence how people segment texts. In this study, readers were
instructed to pay attention to the characters or to the spatial
locations mentioned in the story and then segment the text.
They found considerable differences in the segmentation be-
havior; specifically, readers attending to space were signifi-
cantly more likely to segment when a change in spatial loca-
tions occurred. To further investigate this idea, we manipulat-
ed reader goals by instructing the same participants from
Experiment 1 to read a text from different perspectives,
adopting the methodology from Anderson and Pichert (1978).

Because individuals in both conditions were given a per-
spective (i.e., both had prior knowledge), we did not expect to
see differences in overall recall; however, we hypothesized

Fig. 3 Recall count predicted by segmentation agreement by context group, for each story. Shaded areas indicate confidence of the fit of the line. BCar^ =
Driving a Car story; BKite^ = Flying a Kite story; BWC^ = Washing Clothes story
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that individuals would remember more perspective-relevant
information, replicating Anderson and Pichert (1978). We
did not expect differences in the number of perceived events,
but we did expect that a participant’s segmentation behavior
would be more similar to other individuals within the same
perspective as compared with those from a different perspec-
tive. Finally, even though we found no relationship between
segmentation agreement and memory in Experiment 1, we
expected that segmentation agreement would predict memory
in Experiment 2.

Method

Participants The same participants from Experiment 1 partic-
ipated in Experiment 2.

Materials The story used in this experiment was the BHouse^
story from Anderson and Pichert (1978; see Appendix). This
story describes two boys staying home from school and tour-
ing a house. It contains 22 sentences, 374 words, and was
coded for 50 idea units.

Distractor task. The Author Recognition Test (Stanovich
&West, 1989) was used as a 2-minute distractor task to reduce
recency effects in recall. Names were presented one at a time
on the screen, and participants indicated whether or not the
name presented was a real or fake author.

Design and procedure The design and procedure were the
same as in Experiment 1, with two exceptions. First, only
one text was presented. Second, the main manipulation was
that participants were instructed to read the BHouse^ story
from a randomly assigned perspective (n = 58 burglar or n =
58 home buyer). After competing this portion of the study,
participants were debriefed and compensated for their time
with course credit.

Results

Data preparation Prior to the main analyses of perspective,
eight outliers in the recall data (2.5 standard deviations away
from the mean) were identified and removed from all recall
analyses. Likewise, six participants failed to identify any
event boundaries and were removed from all segmentation
analyses. Similar to the ambiguous texts, the total number of
idea units for the narrative BHouse^ story was predetermined
(N = 50). However, the text was also coded for burglar-
relevant idea units (N = 17) and home-buyer-relevant idea
units (N = 17). Two research assistants scored the recall data
with an interrater reliability of .94 and gave participants a 1 if
they recalled an idea unit correctly and a 0 if they did not.
Performance was the total number of correctly remembered
idea units as well as the number of correctly recalled burglar
idea units and home-buyer idea units. Additionally,

segmentat ion was restr ic ted to sentence breaks.
Unfortunately, due to a programming error, segmentation data
for the final sentence break was not collected, and, therefore,
segmentation data for Sentences 20 and 21 were combined
into one sentence.

Influence of perspective on recall A generalized Poisson mul-
tilevel model was used to determine whether (1) recall amount
was the same across the two perspectives, and (2) whether
individuals were more likely to recall information relevant to
their own perspective. We expected that participants across
both perspectives would recall similar amounts of informa-
tion, but that the information recalled would be relevant to
their assigned perspective. Perspective, idea unit type, and
their interaction were treated as fixed effects, and subject
was treated as a random effect. A significant main effect of
perspective was present (z = 3.65, p < .001, d = .25), such that
the home-buyer perspective recalled more total correct idea
units (M = 16.24, SE = 1.40, 95%CI [13.40, 19.08]) compared
with the burglar perspective (M = 13.86, SE = 1.11, 95% CI
[11.64, 16.07]). This result was unexpected, as participants
were randomly assigned to a perspective, and it was not orig-
inally observed in Anderson and Pichert (1978).

The main effect of idea unit type was significant (z = 8.88,
p < .001), such that individuals were more likely to recall idea
units relevant to their perspective. This effect was qualified by
a significant interaction between perspective and idea unit
type (z = −7.94, p < .001), such that individuals with the
burglar perspective were more likely to recall more correct
burglar idea units (M = 6.91, SE = 0.59, 95% CI [5.73,
8.09]) compared with home-buyer idea units (M = 3.09, SE
= 0.38, 95% CI [2.32, 3.86]), but individuals with the home-
buyer perspective were equally likely to recall correct home-
buyer idea units (M = 5.26, SE = 0.52, 95% CI [4.22, 6.30])
and burglar units (M = 6.15, SE = 0.59, 95% CI [4.97, 7.33]).
This finding replicates the results of Anderson and Pichert
(1978), who found that individuals were more likely to re-
member perspective-relevant information. However, we
found that, overall, people recalled more burglar idea units
(M = 6.18, SE = 0.42, 95% CI [5.34, 7.02]) than home-
buyer idea units (M = 3.89, SE = 0.33, 95% CI [3.23, 4.54]),
t(214) = 4.28, p < .0001, which, as Anderson and Pichert
(1978, p. 6) explained, may be due to students being relatively
less familiar with purchasing real estate.

Influence of perspective on segmentation We then evaluated
whether perspective influenced the number of perceived
boundaries in the text, as well as segmentation agreement.
As in Experiment 1, segmentation was restricted to sentence
breaks.

Number of event boundaries. In this experiment, all indi-
viduals were given knowledge—thus, we did not expect a
difference in the number of perceived event boundaries by
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perspective. To evaluate this, we conducted a general Poisson
regression on the number of perceived boundaries, which in-
cluded perspective as a fixed effect and subject as a random
effect. We found that the burglar (M = 8.46, SE = 0.57, 95%CI
[7.31, 9.62]) and home-buyer conditions (M = 9.31, SE =
0.52, 95% CI [8.27, 10.36]) segmented equally often (p =
.165).

We ran a generalized logistic multilevel model to investi-
gate whether the proportion of readers who segmented at bur-
glar or home-buyer sentences differed by perspective.
Perspective, sentence type (i.e., burglar or home buyer), and
their interaction were treated as fixed effects, and subject was
treated as a random effect. Though none of the effects were
significant (all ps > .05), there was a trend such that partici-
pants in the burglar perspective were more likely to segment at
burglar sentences (M = .48, SE = .02, 95% CI [.43, .53])
compared with home-buyer sentences (M = .42, SE = .03,
95% CI [.37, .47]; see Fig. 4). This trend was not present for
those with the home-buyer perspective.

An additional analysis was conducted to investigate seg-
mentation differences at the sentence level. A generalized lin-
ear multilevel model with the fixed effects of perspective,
sentence, and their interaction, along with the random effect
of subject, was used to predict segmentation. As can be seen in
Fig. 5, the likelihood of segmenting differed by perspective at
several sentences (e.g., Sentence 12, t = 2.42, p = .015;
Sentence 13, t = −1.84, p = .06); however, none of these
differences were reliable after accounting for multiple com-
parisons (α: .05 ÷ 20 comparisons = .0025). Thus, although
there were overall differences in segmentation agreement by
perspective, these differences were not apparent at the fine-
grained sentence level.

Segmentation agreement. Segmentation agreement scores
were computed using the same method described in
Experiment 1, except here we compared participants’ agree-
ment with individuals from their own versus the other per-
spective to investigate whether perspective influenced seg-
mentation agreement. Therefore, each participant’s segmenta-
tion data was correlated with individuals from their own per-
spective (comparison group = own) and with individuals from
the other perspective (comparison group = other). We expect-
ed segmentation agreement with one’s own perspective to be
higher than agreement with the other perspective.
Segmentation agreement for each perspective is plotted in
Fig. 6. A linear multilevel model was used to determine the
full factorial fixed effects of perspective and comparison
group on segmentation agreement, from the random effect of
subject. If segmentation agreement were higher for one’s own
group, we would only expect to find a main effect of compar-
ison group, which is what we found (t = 3.01, p = .003, d =
.14). Segmentation agreement was higher for individuals from
the same perspective (overall own:M = 0.70, SE = 0.02, 95%
CI [0.66, 0.74]; burglar: M = 0.70, SE = 0.03, 95% CI [0.64,
075]; home buyer:M = 0.71, SE = 0.03, 95% CI [0.65, 0.77])
compared with the other perspective (overall other:M = 0.67,
SE = 0.02, 95% CI [0.63, 0.71]; burglar:M = 0.67, SE = 0.03,
95% CI [0.61, 0.72]; home buyer: M = 0.68, SE = 0.03, 95%
CI [0.62, 0.73]). As expected, overall segmentation agreement
did not significantly differ by perspective (burglar overall: M
= .69, SE = 0.03, 95% CI [0.63, 0.74]; home-buyer overall:M
= .70, SE = .03, 95% CI [0.64, 0.76]; p > .250), and no other
effects were significant. These results suggest that perspective
facilitated normative segmentation of narrative text; however,
again the effect is small.

Fig. 4 Likelihood of segmentation at Burglar and Homebuyer sentences by perspective. Error bars indicate standard error of the mean
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Does segmentation agreement predict recall? As in the previ-
ous study, we expected segmentation agreement to predict re-
call. A generalized Poisson multilevel model was used to deter-
mine the fixed effects of segmentation agreement, perspective,
and their interaction on free-recall performance, from the ran-
dom effect of subject. A marginally significant interaction be-
tween own segmentation agreement and perspective was

present (z = 1.90, p = .06), such that individuals with the
home-buyer perspective with higher segmentation agreement
tended to have better memory (home-buyer r = .44; burglar r
= .25; see Fig. 7). The average correlation between own seg-
mentation agreement and recall, regardless of perspective, was
r = .36. The magnitude of this segmentation–memory correla-
tion is similar to that observed in previous work (r = .37, Bailey

Fig. 6 Segmentation agreement with Own and Other perspective by perspective. Error bars indicate standard error of the mean

Fig. 5 Proportion of readers that segmented at each sentence by perspective. Error bars indicate standard error of the mean
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et al., 2013; r = .41, Sargent et al., 2013), but it is the first to
demonstrate the relationship for text materials. Such a result
indicates that event segmentation is associated with memory
for events presented either in a video or in text.

Discussion

The results of Experiment 2 indicate that the top-down effects
of a reader’s perspective partially influence how that reader
segmented and recalled a text. That is, readers identified event
boundaries that were more similar to those identified by
readers from the same perspective as compared with the
event boundaries identified by readers from a different
perspective; however, the overall effect was small. Further,
Experiment 2 partially replicated Anderson and Pichert
(1978) in that individuals were more likely to recall informa-
tion relevant to their perspective, but only for the burglar
perspective—individuals from the home-buyer perspective
were equally likely to recall buyer-relevant and burglar-
relevant information. Finally, individuals with the home-
buyer perspective who segmented the text more normatively
also recalled more about it, thus partially supporting the event
horizon model in that event boundaries aid memory.

General discussion

Previous work has found that perception, encoding, and mem-
ory are influenced by perceptual and conceptual factors; pre-
sumably, both types of factors should also influence event
segmentation. However, surprisingly little evidence exists
for whether prior experiences and semantic knowledge affect
the perception of event boundaries, particularly for text. The

current study specifically investigated whether semantic
knowledge—context in Experiment 1 and perspective in
Experiment 2—influences how readers segment and later re-
member texts. First, we did replicate the prior work on knowl-
edge facilitating memory such that individuals recalled more
information when they were given context for ambiguous
stories, replicating Bransford and Johnson (1972), and the
type of information that was recalled depended on their goals
(Anderson & Pichert, 1978).

Second, and more importantly, we found that event seg-
mentation was only modestly affected by our knowledge ma-
nipulations. In Experiment 1, context likely activated relevant
semantic knowledge and allowed readers to encode the pas-
sages in a more organized way. However, although we ob-
served a moderate effect of context on segmentation agree-
ment (d = .33) across all three texts, we could not pinpoint
group differences in segmentation behavior at the individual
sentence level. The same was true in Experiment 2.
Perspective produced differences in segmentation, such that
individuals were more likely to agree on the locations of event
boundaries with those who shared their perspective as op-
posed to those who did not. However, the knowledge effect
was small (d = .14) and was not clear at the individual sen-
tence level. Further, previous work has suggested that norma-
tive segmentation facilitates recall (Bailey et al., 2013; Sargent
et al., 2013; Zacks et al., 2006); however, in the current study,
it did so only for one perspective in Experiment 2.

One possible explanation for the inconsistent effects of
segmentation on recall is that segmentation is not the only
encoding mechanism through which context improves mem-
ory for texts. Rather, it is one of many different mechanisms
(e.g., mental imagery, elaboration) that can operate while
encoding an event. Relatedly, the event horizon model claims
that memory is affected by competing event models
(Radvansky & Zacks, 2017) such that memory is impaired
when information is not integrated into a common event mod-
el. It is possible that the ambiguous and procedural nature of
the texts (particularly in Experiment 1) were not perceived as
cohesive and therefore resulted in the creation of multiple,
competing event models, thus impairing memory for the text.

Another explanation (and limitation of the current study) is
the overt segmentation task itself. Explicitly instructing people
to identify event boundaries during a video or while reading
text may not be the best way to capture the perceptual and
conceptual influences of event segmentation processes.
Rather, future work could evaluate the efficacy of covert mea-
sures of segmentation, such as dwell time (Hard, Recchia, &
Tversky, 2011). It is also important to note that, in the current
study, participants were asked to segment the texts after the
recall task. It is possible that segmentation behavior may have
reflected participants’ memory for the texts more than it
reflected their segmentation processes during initial encoding.
However, we are less concerned about this issue, given that

Fig. 7 Recall count predicted by segmentation agreement and
perspective. Shaded areas indicate confidence of the fit of the line
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the perception of event boundaries does not change much
even after multiple viewings of a video (Hard et al., 2006).

The inconsistent effects of segmentation on recall may
also have been due to potential differences in the under-
lying organization of the different types of text (Kaakinen
& Hyönä, 2008) combined with the theoretical notion that
event segmentation occurs at the event model level of
comprehension. According to Berman and Nir-Sagiv
(2007), narrative texts have a schema-based structure,
whereas expository texts have a category-based structure.
While reading narrative texts, individuals can map the
content onto their own experiences, using their world
knowledge to make inferences that promote comprehen-
sion (Graesser et al., 2003). Unlike narratives, expository
texts are constructed to convey unfamiliar, technical con-
tent that is often procedural and lacks causal conjunctions,
which makes them more difficult to understand. Texts are
comprehended at many different levels, including the
mental model level, which goes beyond what is in the text
itself and relies on the individual’s ideas and world
knowledge. If segmentation is proposed to occur at the
mental model level, but a reader is not able to activate
their relevant knowledge to generate inferences about
the text (i.e., while reading an ambiguous text), then com-
prehension is likely to fail and thus lead to idiosyncrasies
in segmentation, which may impair memory.

Though different texts were used in the manipulations ad-
dressed in the current study, the comparison between exposi-
tory and narrative text was not explicitly evaluated, thus more
research is needed to investigate the conditions in which ef-
fective segmentation may benefit event comprehension and
memory. This could have important implications for
education (Mura, Petersen, Huff, & Ghose, 2013) if the struc-
ture (e.g., causal relatedness) of textbook information (e.g.,
expository text) or training videos (e.g., procedural) could
influence how students are encoding and retaining informa-
tion (Graesser et al., 2003).

The main takeaway from the current study is that our
knowledge manipulations were of small to moderate effect
sizes (ds = .14 and .33, respectively), indicating that event
segmentation of text is likely to be predominantly driven by
other factors. These other factors could be features of the texts
themselves, such as how many times certain words repeat or
co-occur, or how many causal and temporal conjunctions are
present (Graesser et al., 2003). Additionally, they may be oth-
er conceptual factors, such as familiarity or personal experi-
ence with the content of stories (e.g., doing laundry or buying
a home) that were not directly manipulated here (Newberry,
Smith, & Bailey, 2018). Regardless, the current findings only
provide minimal support for EST’s claim that event models
are informed by information in long-term memory, such as
previous relevant experiences and other semantic knowledge,
which then guide how an activity is perceived. Future studies

should continue to investigate the conditions under which
perceptual and conceptual factors influence moment-to-
moment processing across various modalities.
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Appendix

Washing clothes

The procedure is actually quite simple. First, you arrange things
into different groups. Of course one pile may be sufficient de-
pending on how much there is to do. If you have to go some-
where else due to lack of facilities that is the next step, other-
wise you are pretty well set. It is important not to overdo things.
That is, it is better to do too few things at one time than too
many. In the short run this may not seem important, but com-
plications can easily arise. A mistake can be expensive as well.
At first the whole procedure will seem complicated. Soon, how-
ever, it will become just another facet of life. It is difficult to
foresee any end to the necessity for this task in the immediate
future, but then one can never tell. After the procedure is com-
pleted, one arranges the materials into different groups again.
Then they can be put into their appropriate places. Eventually
they will be used once more and the whole cycle will then have
to be repeated. However, that is a part of life.

Flying a kite

A newspaper is better than a magazine. A seashore is a better
place than the street. At first it is better to run than to walk.
You may have to try several times. It takes some skill, but it’s
easy to learn. Even young children can enjoy it. Once success-
ful, complications are minimal. Birds seldom get too close.
Rain, however, soaks in very fast. Too many people doing the
same thing can also cause problems. One needs lots of room.
If there are no complications, it can be very peaceful. A rock
will serve as an anchor. If things break loose from it, however,
you will not get a second chance.
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Driving a car

The strength and flexibility of this equipment is remarkable.
Not everyone is capable of using it even though most try at
one point or another. The soothing sounds and comfort can be
deceiving. Keep in mind that all the components must be
carefully controlled to prevent injury or even death. You must
find a comfortable position and be ready with your hands,
while at the same time prepare one or both feet (depending
upon the model). Complications can occur if you allow the
equipment to become noisy or interfere with someone else.
But the possibilities are limitless. In addition to being practi-
cal, it allows you to see new perspectives and opens up new
territory. The initial investment may be high, but when you
realize all its capabilities, there really is no other way to go.

House

The two boys ran until they came to the driveway. BSee, I told
you today was good for skipping school,^ said Mark. BMom
is never home on Thursday,^ he added. Tall hedges hid the
house from the road so the pair strolled across the finely land-
scaped garden. BI never knew your place was so big,^ said
Pete. BYeah, but it’s nicer now than it used to be since Dad had
the new stone siding put on and added the fireplace^ said
Mark. There were front and back doors and a side door that
led to the garage, which was empty except for three parked 10-
speed bikes. They went in the side door, Mark explaining that
it was always open in case his younger sisters got home earlier
than his mother. Pete wanted to see the house so Mark started
with the living room. It, like the rest of the downstairs, was
newly painted. Mark turned on the stereo, the noise of which
worried Pete. BDon’t worry, the nearest house is a quarter of a
mile away^Mark shouted. Pete felt more comfortable observ-
ing that no houses could be seen in any direction beyond the
huge garden. The dining room with all the china, silver, and
cut glass was no place to play so the boys moved into the
kitchen, where they made sandwiches. Mark said they
wouldn’t go to the basement because it had been damp and
musty ever since the new plumbing was installed. BThis is
where my dad keeps his famous paintings and his coin
collection,^ Mark said as they peered into the study. Mark
boasts that he could get spending money whenever he needed
it since he’d discovered that his dad kept a lot in the desk
drawer. There were three upstairs bedrooms. Mark showed
Pete his mother’s closet, which was filled with furs and the
locked box that held her jewels. His sisters’ room was unin-
teresting except for the color T.V., which Mark carried to his
room. Mark boasts that the bathroom in the hall was his since
one had been added to his sisters’ room for their use. The big
highlight in his room, though, was a leak in the ceiling where
the old roof had finally rotted.
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