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Case-Specific Random Forests for Big Data Prediction

A Random Forest (RF) is a collection of classification or regression trees, where each tree is
constructed from a bootstrap sample of a training dataset. A Case-Specific Random Forest
(CSRF) is a variation of a RF in which uniform bootstrap resampling probabilities are
replaced with proximity-weighted bootstrap resampling probabilities that are largest for
training cases in closest proximity to a target case for which a response prediction is
desired. When a training set is large, the construction of each tree in a forest may be
computationally expensive. In such cases, it may be advantageous to build each tree from
a bootstrap sample of size substantially less than the size of the training dataset. This
makes particularly good sense when only a small fraction of the training dataset is relevant
for predicting the response of a specific target case. We discuss the challenge of
developing proximity-weighted bootstrap resampling probabilities that are concentrated on
cases in a large training dataset that are relevant for predicting the response of a specific
target case. Such probabilities can be used to generate computationally efficient CSRF

predictions in big data problems.



